
Model predictions

We provide more detail here on how the different accounts shown in Figure 2 were fit to the

data.

1 Models

1.1 Abnormal selection

The abnormal selection model predicts that abnormal causes will be selected (Halpern & Hitch-

cock, 2015; Hart & Honoré, 1959/1985; Hilton & Slugoski, 1986; Hitchcock & Knobe, 2009). It

predicts that participants will prefer the ball that normally gets blocked when both balls go through,

and the ball that normally goes through when both balls get blocked. We encoded this predicted

preference by setting the abnormal cause to 1, and the normal cause to 0.

1.2 Correspondence

The correspondence model predicts that abnormal causes are selected for abnormal effects, and

normal causes for normal effects. To make the predictions of this model precise for our scenarios,

we compared the probability of each candidate causal event (e.g. ball A going through the gate)

with the probability of the effect event (e.g. ball E going through the gate). We defined the

correspondence between cause C and effect E as

correspondence(C,E) = 1− |p(C)− p(E)|, (1)

where p(C) and p(E) are the probabilities of observing this particular cause event and effect event,

respectively.

1.3 Necessity and sufficiency

On one way of making the necessity and sufficiency view precise (Icard, Kominsky, & Knobe,

2017), we can define the causal strength of a cause C for an effect E, written κ(C,E), as:

κ(C,E) = p(C = 0) · p(E = 0 | A = 1, do(C = 0)) + p(C = 1) · p(E = 1 | do(C = 1)). (2)

In words, this equation is the weighted sum of the “actual necessity” of C for E (given by the

probability that E would have been 0 upon an intervention setting C to 0, given that in fact the

alternative cause A was 1), and the “robust sufficiency” of C for E (given by the probability that

E would have been 1 upon an intervention setting C to 1). The weighting is determined by the

probability of the cause (see Icard et al., 2017, for details and discussion).

2 Model fitting

Some of the models discussed above yield a continuous measure for each candidate cause. In

our experiment, we asked participants to choose between the two candidate causes. To model

participants’ choices, we used a softmax function that maps from the two continuous measures
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onto a single value which expresses the probability of selecting cause i from a set of potential

causes C as

p(select causei) =
exp(causei · β)∑

j∈C
exp(causej · β)

, (3)

where the measure for each cause is specified by the different models discussed above. β is a free

parameter used to fit each model’s predictions to participants’ responses. We fit the models by

minimizing the squared error between the predicted and observed probability of selecting one cause

over the other. The best-fitting β parameter for the abnormal selection model, the correspondence

model, and the necessity and sufficiency model were 1, 3.2, and 2.7, respectively.
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