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Supplement 1: Validation


A validation method was implemented to verify the ability of the word embedding algorithm to correctly identify semantic associations in each language. A validation lexicon was constructed consisting of generic positive nouns (e.g., beauty, fun, hero) and generic negative nouns (e.g., casualty, destruction, emergency). An attempt was made to select words that were unambiguous. For this reason, validation lexicons commonly for testing prejudice (Greenwald, McGhee, & Schwartz, 1998; Greenwald, Nosek, & Banaji, 2003) and past word embedding research (e.g., Caliskan, Bryson, & Narayanan, 2017), for example lists of insects and weapons, were avoided. The words used in the validation lexicon are listed in Supplement 3.


Once the validation lexicon was translated, word embeddings were obtained for each word. Next, a search for exact duplicates was performed. In some languages, for example, the word for man and men is the same. In other languages, semantically similar words like boy and girl may be combined, resulting in a single word for both concepts, for example, child. Both of these scenarios have a confounding effect on the results of the analysis and as such, duplicates were removed.

Association was then calculated using cosine similarity. We hypothesized that a strong validation of the method would result in a stronger association between known positive nouns and positively valenced words on the one hand and known negative nouns and negatively valenced words on the other. Moreover, these observations should be statistically significant. Formally, a strong test of validation would satisfy both propositions:

cos(noun+, valence+) – cos(noun+, valence–) > 0, p < 0.05

cos(noun–, valence –) – cos(noun–, valence +) > 0, p < 0.05

Five languages, Cebuano, Japanese, Latin, Vietnamese, and Welsh failed validation and were removed from the Wikipedia data set. Four languages, Cebuano, Hebrew, Latin, and Vietnamese failed validation and were removed from the Common Crawl data set. The remaining language data sets outlined in Table S1 were analyzed utilizing the method that follows.
Table S1
Languages included in analysis after translation, classification, and validation.
	Language
	Genderedness
(Source)
	Prejudice Analysis

	Arabic
	Gendered
(Haspelmath, 2005)
	Wikipedia**, Common Crawl*

	Armenian
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Azerbaijani
	Genderless
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Basque
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Belarusian
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia***, Common Crawl***

	Bulgarian
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia***, Common Crawl***

	Catalan
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Chinese (Mandarin)
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Czech
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia***, Common Crawl***

	Danish
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia*, Common Crawl

	Dutch
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia**, Common Crawl**

	English
	Genderless
(Hellinger & Bußmann, 2001)
	Wikipedia*, Common Crawl

	Esperanto
	Genderless
(Hellinger & Bußmann, 2001)
	Wikipedia***, Common Crawl

	Estonian
	Genderless
(Hellinger & Bußmann, 2001)
	Wikipedia*. Common Crawl

	Finnish
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	French
	Gendered
(Haspelmath, 2005)
	Wikipedia***, Common Crawl***

	Galician
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Georgian
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	German
	Gendered
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Greek
	Gendered
(Haspelmath, 2005)
	Wikipedia**, Common Crawl***

	Hebrew
	Gendered

(Corbett, 2013)
	Wikipedia*

	Hindi
	Gendered
(Haspelmath, 2005)
	Wikipedia**, Common Crawl***

	Hungarian
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Indonesian
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Italian
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia, Common Crawl***

	Japanese
	Genderless
(Hellinger & Bußmann, 2001)
	Common Crawl

	Korean
	Genderless
(Simmons & Fennig, 2018)
	Wikipedia*, Common Crawl

	Lithuanian
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Malay
	Genderless
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Norwegian
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia, Common Crawl

	Persian
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Polish
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia**, Common Crawl***

	Portuguese
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia, Common Crawl***

	Romanian
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia***, Common Crawl***

	Russian
	Gendered
(Haspelmath, 2005)
	Wikipedia***, Common Crawl***

	Serbian
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia***, Common Crawl***

	Slovak
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia***, Common Crawl***

	Slovenian
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia***, Common Crawl***

	Spanish
	Gendered
(Haspelmath, 2005)
	Wikipedia*, Common Crawl*

	Swedish
	Gendered
(Hellinger & Bußmann, 2001)
	Wikipedia, Common Crawl

	Tamil
	Gendered
(Haspelmath, 2005)
	Wikipedia, Common Crawl*

	Thai
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Turkish
	Genderless
(Haspelmath, 2005)
	Wikipedia, Common Crawl

	Ukrainian
	Gendered
(Haspelmath, 2005)
	Wikipedia, Common Crawl***

	Urdu
	Gendered
(Simmons & Fennig, 2018)
	Wikipedia, Common Crawl

	Welsh
	Gendered
(Hellinger & Bußmann, 2001)
	Common Crawl


*p < 0.05, **p < 0.01, ***p < 0.001.
Supplement 2: Testing for Gender Prejudice

To identify gender prejudice in text corpora, we adapted a method used extensively in social psychology to study the presence and influence of prejudice and stereotypes (Greenwald et al., 1998, 2003). It suggests that if a target word is more strongly associated with a positively than a negatively valenced word in a person’s memory, she will respond faster to the pairing of the target word with a positive than a negative word. After employing the fastText algorithm on the text corpora (Bojanowski, Grave, Joulin, & Mikolov, 2016; Grave, Bojanowski, Gupta, Joulin, & Mikolov, 2018) a word is represented as a point in vector space with 300 dimensions. Given these dimensions, we can then find the level of similarity between two points (words), as suggested by Caliskan et al. (2017). The resulting score captures the strength of association between words. Therefore, we use semantic similarity between words as a measure of association.

Formally, let X represent a set of female words and Y a set of male words. Let A be the set containing positively valenced words and B the set containing negatively valenced words. Cosine similarity is used to measure the similarity between two words where each word has an associated vector. Thus, for target word x 
[image: image1] X and a valence word a 
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[image: image3] and x · a is the dot product of vectors x and a. Hence, we can calculate the similarity between x and each of the members of A  such that the meana(ACos(x, a), denotes the average similarity between x and all the positive words. Similarly, the estimated average similarity of x to all negative words in set B would be given by meanb(BCos(x, b). 

The difference between  meana(ACos(x, a) and meanb(BCos(x, b) provides a single measure of relative similarity between gender word x and all positive and negative words. Intuitively, such a difference will provide the net similarity to positive words. If  meana(ACos(x, a) – meanb(BCos(x, b) > 0, then it demonstrates that x is more closely associated with positive words than negative words. Conversely, if  meana(ACos(x, a) – meanb(BCos(x, b)  < 0, it demonstrates x is more closely associated with negative words. If S(x,A,B) = meana(ACos(x, a) – meanb(BCos(x, b) , then [image: image5.png]Z)cEX



S(x,A,B) captures the sum of the net similarities for all members of x. Similarly, [image: image6.png]2 ey



S(y,A,B) captures the sum of the net similarities for all members of Y. The main measure of prejudice would then be:
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(Equation 1)
A positive value indicates the words in X are more closely associated with positive words than the words in set Y. However, a negative value indicates words in Y are more closely associated with positive words than those in X. 

Permutation test. However, S(X,Y,A,B) is a single measure of relative similarity and could thus be the result of random error. To estimate the probability that the obtained similarity was not observed due to random allocations in X and Y, words are shuffled between groups. Put another way, words from the original sets X and Y are randomly shuffled between groups to create X* and Y* for the purposes of calculating S(X*,Y*,A,B). If the null hypothesis is true in such a non-parametric permutation test, the result of S(X*,Y*,A,B) should be no different than S(X,Y,A,B).

Formally, if (Xi,Yi) represents the potential random shuffling of words in X and Y, then the probability of the observed score being the result of a random process will be:
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(Equation 2)
Supplement 3: Gender and Attribute Words

The Gender-specific lexicon was adapted from Bolukbasi, Change, Zou, Saligrama, and Kalai (2016) and consists of 216 items separated by gender.
· Male words: he, his, him, man, men, spokesman, himself, son, father, chairman, husband, guy, boy, boys, brother, male, brothers, dad, sons, boyfriend, king, businessman, grandfather, uncle, males, congressman, grandson, bull, businessmen, nephew, fathers, lads, lion, gentleman, fraternity, bachelor, bulls, husbands, prince, colt, salesman, dude, beard, councilman, gentleman, stepfather, monks, lad, sperm, testosterone, nephews, daddy, fiancé, kings, dads, sir, stud, lions, czar, countrymen, penis, bloke, spokesmen, suitors, monastery, brethren, prostate, schoolboy, brotherhood, stepson, uncles, monks, viagra, paternity, suitor, macho, statesman, fathered, hubby, blokes, dudes, strongman, grandsons, studs, godfather, boyhood, baritone, grandpa, boyfriends, countryman, stallion, semen, fella, chap, salesmen, widower, beau, beards, handyman, horsemen, fatherhood, princes, colts, fraternities, pa, fellas, councilmen, barbershop, fraternal, prostate cancer, younger brother, ex boyfriend, twin brother, eldest son, estranged husband, elder brother
· Female words: her, she, women, woman, wife, mother, daughter, girls, girl, spokeswoman, female, sister, herself, actress, mom, girlfriend, daughters, lady, sisters, mothers, grandmother, deer, ladies, queen, wives, widow, bride, females, aunt, lesbian, chairwoman, moms, maiden, granddaughter, niece, hers, princess, lesbians, actresses, maiden, mare, fiancée, waitress, maternal, heroine, nieces, girlfriends, mistress, womb, grandma, maternity, estrogen, widows, diva, nuns, nun, brides, housewife, menopause, motherhood, stepmother, hostess, fillies, congresswoman, witch, sorority, businesswoman, gal, schoolgirl, goddess, stepdaughter, uterus, mama, hens, hen, mommy, grandmothers, feminism, heiress, queens, witches, aunts, granddaughters, convent, vagina, maids, gals, housewives, obstetrics, councilwoman, matriarch, ma, dowry, ballerina, ex girlfriend, estranged wife, ovarian cancer, teenage girl, twin sister
The positive and negative (pleasant and unpleasant) lexicon was adapted from Caliskan et al. (2017).
· Positive words: caress, freedom, health, love, peace, cheer, friend, heaven, loyal, pleasure, diamond, gentle, honest, lucky, rainbow, diploma, gift, honor, miracle, sunrise, family, happy, laughter, paradise, vacation
· Negative words: abuse, crash, filth, murder, sickness, accident, death, grief, poison, stink, assault, disaster, hatred, pollute, tragedy, divorce, jail, poverty, ugly, cancer, kill, rotten, vomit, agony, prison
The warmth and competence lexicon was adapted from Rosenberg, Nelson, and Vivekananthan (1968), Rudman, Greenwald, and McGhee (2001), Fiske, Cuddy, and Glick (2007), and Abele et al. (2016).
· Warmth words: friendly, good natured, sincere, warm, tolerant, caring, just, fair, considerate, trustworthy, reliable, appreciative, honest, sentimental, happy, humorous, sociable, supportive, nurture, nice, gentle, accepting, pleasant, loving, open
· Competence words: capable, competent, confident, skillful, independent, competitive, intelligent, clever, efficient, decisive, persistent, determined, industrious, imaginative, potent, commanding, assertive, successful, bold, dynamic, logical, triumphant, dominant, respectable, accomplished
The positive and negative validation lexicon was constructed by the authors.
· Positive validation words: accomplishment, beauty, celebration, comfort, delight, encouragement, fun, generous, genius, hero, holiday, humor, innovation, kiss, music, nature, relief, safety, satisfaction, smile, success, sweetness, tranquility, victory, welcome
· Negative validation words: arson, avalanche, blackout, blizzard, bushfire, casualty, cyclone, destruction, drought, earthquake, emergency, erosion, fatality, flood, hailstorm, hurricane, mishap, sandstorm, storm, tornado, tremor, tsunami, volcano, whirlpool, windstorm
Supplement 4: Range of prejudice across languages
Across the 45 languages, the means of each of the four comparisons in the Wikipedia data set are reported in Table S2. The table shows average similarity of female (or male) words with positively (or negatively) valenced words for each of the languages. The same relationships are detailed in Table S3 for the Common Crawl data set.
Organizing the data in this way allows us to test the three-way interaction 2 (genderedness of languages: gendered vs. genderless) x 2 (gender words: male vs. female) x 2 (valence words: positive vs. negative). For the Wikipedia data set, this interaction is not significant, F(7, 168) = 1.237, p > 0.05. However, for the Common Crawl data set, the three-way interaction is significant, F(7, 172) = 6.086, p < 0.001. Decomposing this interaction across gender words suggests that female words are more associated with positive words (M = 0.1816) when a language is genderless than when a language is gendered (M = 0.1629; t = -2.9695, p < 0.01) even as negative words are relatively more associated with female words in genderless languages (M = 0.1671) than gendered languages (M = 0.1557; t = 2.0203, p > 0.05). At the same time, male words are associated with positive words in genderless (M = 0.1772) and gendered (M = 0.1710; t = -0.8178, p > 0.05) languages to a relatively similar degree, but are much more strongly associated with negative words in genderless (M = 0.1607) as opposed to gendered (M = 0.1480; t = -1.9681, p > 0.05) languages.
Table S2
Range of prejudice in the Wikipedia data set.

	Language
	Female-Negative
	Female-Positive
	Male-Negative
	Male-Positive

	Arabic
	0.1848
	0.1880
	0.1772
	0.1901

	Armenian
	0.2145
	0.2177
	0.2039
	0.2069

	Azerbaijani
	0.1781
	0.1929
	0.1704
	0.1815

	Basque
	0.2250
	0.2291
	0.2077
	0.2113

	Belarusian
	0.2228
	0.2115
	0.1931
	0.2005

	Bulgarian
	0.2065
	0.1961
	0.1921
	0.1942

	Catalan
	0.2133
	0.2237
	0.2046
	0.2156

	Chinese
	0.8852
	0.8837
	0.8781
	0.8780

	Czech
	0.1969
	0.1975
	0.1790
	0.1961

	Danish
	0.2255
	0.2176
	0.2020
	0.2039

	Dutch
	0.2407
	0.2353
	0.2249
	0.2296

	English
	0.2137
	0.2220
	0.1936
	0.2100

	Esperanto
	0.2374
	0.2185
	0.2141
	0.2113

	Estonian
	0.2078
	0.2004
	0.1857
	0.1866

	Finnish
	0.2107
	0.2391
	0.1869
	0.2096

	French
	0.2188
	0.2102
	0.1965
	0.2105

	Galician
	0.1999
	0.2089
	0.1912
	0.1954

	Georgian
	0.2226
	0.2187
	0.1969
	0.1969

	German
	0.1882
	0.2092
	0.2304
	0.2592

	Greek
	0.2102
	0.2085
	0.1956
	0.2047

	Hebrew
	0.1803
	0.1869
	0.1603
	0.1839

	Hindi
	0.2505
	0.2457
	0.2371
	0.2448

	Hungarian
	0.2007
	0.2168
	0.1940
	0.2134

	Indonesian
	0.2321
	0.2277
	0.2180
	0.2216

	Italian
	0.2115
	0.2230
	0.2049
	0.2227

	Korean
	0.2777
	0.2864
	0.2684
	0.2657

	Lithuanian
	0.2126
	0.2189
	0.2007
	0.2053

	Malay
	0.2325
	0.2343
	0.2219
	0.2265

	Norwegian
	0.2151
	0.2175
	0.2032
	0.2110

	Persian
	0.2389
	0.2374
	0.2281
	0.2303

	Polish
	0.2071
	0.2147
	0.1842
	0.2014

	Portuguese
	0.2068
	0.2212
	0.2078
	0.2218

	Romanian
	0.2310
	0.2197
	0.2162
	0.2218

	Russian
	0.2010
	0.2076
	0.1747
	0.2022

	Serbian
	0.2547
	0.2520
	0.2317
	0.2470

	Slovak
	0.2158
	0.2103
	0.1948
	0.2060

	Slovenian
	0.2081
	0.2071
	0.1775
	0.1896

	Spanish
	0.2091
	0.2123
	0.2022
	0.2141

	Swedish
	0.2766
	0.2783
	0.2688
	0.2724

	Tamil
	0.2000
	0.2053
	0.1877
	0.1942

	Thai
	0.2323
	0.2523
	0.2223
	0.2408

	Turkish
	0.1952
	0.2041
	0.1856
	0.1966

	Ukrainian
	0.2131
	0.2206
	0.1878
	0.2001

	Urdu
	0.2802
	0.2764
	0.2725
	0.2713

	
	Mean

(SD)
	Mean

(SD)
	Mean

(SD)
	Mean

(SD)

	Gendered
	0.2171

(0.0243)
	0.2187

(0.0219)
	0.2035

(0.0261)
	0.2146

(0.0242)

	Genderless
	0.2628
(0.1675)
	0.2676

(0.1658)
	0.2485

(0.1695)
	0.2555

(0.1673)


Table S3
Range of prejudice in the Common Crawl data set.

	Language
	Female-Negative
	Female-Positive
	Male-Negative
	Male-Positive

	Arabic
	0.1306
	0.1519
	0.1285
	0.1578

	Armenian
	0.1689
	0.1955
	0.1646
	0.1875

	Azerbaijani
	0.1451
	0.1578
	0.1298
	0.1464

	Basque
	0.1343
	0.1496
	0.1235
	0.1377

	Belarusian
	0.1631
	0.1548
	0.1420
	0.1557

	Bulgarian
	0.1465
	0.1450
	0.1300
	0.1605

	Catalan
	0.1762
	0.1925
	0.1840
	0.1962

	Chinese
	0.1820
	0.1867
	0.1787
	0.1887

	Czech
	0.1555
	0.1487
	0.1356
	0.1582

	Danish
	0.1693
	0.1772
	0.1533
	0.1641

	Dutch
	0.1671
	0.1698
	0.1680
	0.1814

	English
	0.1454
	0.1518
	0.1383
	0.1461

	Esperanto
	0.1863
	0.1967
	0.1723
	0.1901

	Estonian
	0.1510
	0.1607
	0.1416
	0.1461

	Finnish
	0.1791
	0.2199
	0.1758
	0.2194

	French
	0.1676
	0.1738
	0.1570
	0.2024

	Galician
	0.1571
	0.1705
	0.1583
	0.1640

	Georgian
	0.1544
	0.1757
	0.1555
	0.1769

	German
	0.1748
	0.2070
	0.1748
	0.2255

	Greek
	0.1595
	0.1655
	0.1506
	0.1801

	Hindi
	0.1379
	0.1284
	0.1284
	0.1431

	Hungarian
	0.1553
	0.1906
	0.1451
	0.1854

	Indonesian
	0.2064
	0.2123
	0.1980
	0.2097

	Italian
	0.1540
	0.1711
	0.1537
	0.1886

	Japanese
	0.1939
	0.1918
	0.1822
	0.1805

	Korean
	0.1717
	0.1661
	0.1647
	0.1570

	Lithuanian
	0.1625
	0.1764
	0.1683
	0.1887

	Malay
	0.1746
	0.1919
	0.1712
	0.1939

	Norwegian
	0.1742
	0.1967
	0.1718
	0.1949

	Persian
	0.1657
	0.1769
	0.1521
	0.1646

	Polish
	0.1499
	0.1601
	0.1470
	0.1723

	Portuguese
	0.1481
	0.1578
	0.1506
	0.1756

	Romanian
	0.1420
	0.1469
	0.1355
	0.1628

	Russian
	0.1461
	0.1477
	0.1160
	0.1600

	Serbian
	0.1613
	0.1618
	0.1488
	0.1752

	Slovak
	0.1515
	0.1487
	0.1290
	0.1469

	Slovenian
	0.1522
	0.1538
	0.1265
	0.1451

	Spanish
	0.1450
	0.1555
	0.1482
	0.1679

	Swedish
	0.1863
	0.2029
	0.1924
	0.2153

	Tamil
	0.1504
	0.1633
	0.1448
	0.1679

	Thai
	0.1760
	0.1851
	0.1868
	0.2094

	Turkish
	0.1508
	0.1774
	0.1511
	0.1723

	Ukrainian
	0.1829
	0.1745
	0.1676
	0.1866

	Urdu
	0.1383
	0.1475
	0.1325
	0.1479

	Welsh
	0.1088
	0.1106
	0.1010
	0.1028

	
	Mean

(SD)
	Mean

(SD)
	Mean

(SD)
	Mean

(SD)

	Gendered
	0.1558

(0.01665)
	0.1629

(0.0212)
	0.148

(0.0208)
	0.1709

(0.0246)

	Genderless
	0.1671

(0.0194)
	0.1816

(0.0199)
	0.1607

(0.0209)
	0.1772

(0.0246)


Supplement 5: Additional Analysis for Gender Prejudice

It is worth noting that languages can belong to different language families (e.g., Indo-European, Sino-Tibetan). Therefore, one could argue that the observed difference between gendered versus genderless languages is not because of genderedness but because of the language family. To address this account, we conducted a Hierarchical Linear model (HLM) with language family as the second-level variable. We classified the 45 languages using data from Ethnologue (Simmons & Fennig, 2018; see Table S4). An analysis using a random-intercept HLM model that controls for variance in each language family as well as across, showed that genderedness still has a significant influence on net gender prejudice in both the Wikipedia and Common Crawl data. For the Wikipedia data language family had a positive influence on net prejudice (𝛽=0.0096, p < 0.001) and classification as a genderless language reduced the net prejudice (𝛽=-0.0074, p < 0.01). The analysis in the Common Crawl data also indicated that language family had a positive influence on net prejudice (𝛽=0.0158, p < 0.001) and classification as a genderless language reduced the net prejudice (𝛽=-0.0137, p < 0.001).
Table S4
Languages classified by their macro-family.
	Language
	Language Family

	Arabic
	Afro-Asiatic

	Armenian
	Indo-European

	Azerbaijani
	Turkic

	Basque
	Isolate

	Belarusian
	Indo-European

	Bulgarian
	Indo-European

	Catalan
	Indo-European

	Chinese (Mandarin)
	Sino-Tibetan

	Czech
	Indo-European

	Danish
	Indo-European

	Dutch
	Indo-European

	English
	Indo-European

	Esperanto
	International Auxiliary Languages

	Estonian
	Uralic

	Finnish
	Uralic

	French
	Indo-European

	Galician
	Indo-European

	Georgian
	Caucasian

	German
	Indo-European

	Greek
	Indo-European

	Hebrew
	Afro-Asiatic

	Hindi
	Indo-European

	Hungarian
	Uralic

	Indonesian
	Austronesian

	Italian
	Indo-European

	Japanese
	Japonic

	Korean
	Koreanic

	Lithuanian
	Indo-European

	Malay
	Austronesian

	Norwegian
	Indo-European

	Persian
	Indo-European

	Polish
	Indo-European

	Portuguese
	Indo-European

	Romanian
	Indo-European

	Russian
	Indo-European

	Serbian
	Indo-European

	Slovak
	Indo-European

	Slovenian
	Indo-European

	Spanish
	Indo-European

	Swedish
	Indo-European

	Tamil
	Dravidian

	Thai
	Tai-Kaidai

	Turkish
	Turkic

	Ukrainian
	Indo-European

	Urdu
	Indo-European

	Welsh
	Indo-European


One could also argue that there may be a systematic variation such that prosperous countries are more likely to have genderless language while less prosperous countries have gendered languages or vice versa, and that prosperity of the country in which a language is spoken affects the pattern of our findings. However, the content contributed online (e.g., on Wikipedia) in a certain language can come from people in different countries (e.g., people in any country can contribute to online English, Spanish, or French content if they speak that language). As a result, we do not conclusively observe such a systematic pattern in our data.

Finally, one could argue that there may be specific features of the region where languages are spoken that could affect gender prejudice over and above the genderedness of languages. In order to address such a concern we ran our analysis controlling for geographic, cultural, and demographic covariates that have been shown to influence gender equality (Prewitt-Freilino, Caswell, & Laakso, 2012; United Nations Development Programme, 2017; World Economic Forum, 2017).

We used the Global Gender Gap index developed by World Economic Forum (2017), the Corruption Perceptions Index developed by Transparency International (2016), the Religious Diversity Index developed by Pew Research Center (2014), the STC Climate Index compiled from public weather data (Tajick, 2018), and the Human Development Index developed by the United Nations Development Programme (2017). Since most global indices are calculated per country, not per language, we utilized data from Wikipedia outlining the relative contribution of residents from each country to each language project (Wikimedia Foundation, 2018). Country-level index values were then weighted and averaged for each language, based on that country’s relative contribution to the Wikipedia language project. This same distribution was used as a proxy to analyze both Wikipedia and Common Crawl data. Covariate values were centered to make interpretation of coefficients easier.

For the Wikipedia data, a linear regression indicated that the predictor of genderedness significantly predicted gender prejudice for each language. The results indicated that the predictor explained 21.3% of the total variance (R2 = 0.2131, F(1,42) = 11.37, p < 0.01). Gendered languages had more gender prejudice than genderless languages (β = 0.0074, p < 0.01). A more complex model including the covariates of gender parity, corruption, religious diversity, development, and climate did not improve predictive ability (R2 = 0.2132, F(6,34) = 1.535, p > 0.05). Therefore, even after controlling for covariates gendered languages displayed more gender prejudice than genderless languages.

A similar pattern of results emerged for the Common Crawl data. A linear regression indicated a significant effect of genderedness on gender prejudice; it explained 30.2% of the total variance (R2 = 0.3017, F(1,43) = 18.57, p < 0.001). Gendered language had more gender prejudice than genderless languages (β = 0.0137, p < 0.001). In the Common Crawl data, one covariate, corruption, along with genderedness improved the predictive ability of the model (R2 = 0.5128, F(6,35) = 6.14, p < 0.001). Specifically, genderedness (β = 0.0142, p < 0.001) and corruption (β = -0.0006, p < 0.01)1 predicted gender prejudice. 
In sum, the regression model results (see Table S5) suggest that the presence of genderedness alone is responsible for between 20% and 30% of the variance in observed gender prejudice across 45 languages in two different data sets, even after accounting for geographic, demographic, and cultural confounds.
Table S5
Summary of the regression analysis including geographic, demographic and cultural control variables.
	
	Wikipedia 
Gender Model
	Wikipedia Complete Model
	Common Crawl Gender Model
	Common Crawl Complete Model

	Variable
	β
(SE)
	β
(SE)
	β 
(SE)
	β 
(SE)

	Intercept
	0.0022
(0.0018)
	-0.0068
(0.0248)
	0.0021
(0.0025)
	-0.0130
(0.0313)

	Genderedness
	0.0074**
(0.0022)
	0.0075*
(0.0028)
	0.0137***
(0.0032)
	0.0142***
(0.0034)

	Global Gender Gap
	
	-0.0090
(0.0420)
	
	0.0473
(0.0494)

	Corruption Perceptions
	
	-0.0001
(0.0309)
	
	-0.0006**
(0.0002)

	Religious Diversity
	
	0.0005
(0.0010)
	
	0.0019
(0.0012)

	STC Climate Index
	
	0.0008
(0.0121)
	
	-0.0121
(0.0153)

	Human Development Index
	
	0.0104
(0.0310)
	
	0.0250
(0.0388)

	R2
	0.2131
	0.2132
	0.3017
	0.5128

	F
	11.37**
	1.5350
	18.57***
	6.14***


* p < 0.05, ** p < 0.01, *** p < 0.001.
Supplement 6: Additional Analysis for Gender Stereotype
A similar analysis was conducted for the stereotypic associations of gender with warmth and competence. Since warmth and competence are not binary variables like positive and negative, the two constructs are considered separately. A random-intercept HLM that controls for the variance in each language family as well as across each language showed that the observed patterns held. For the Wikipedia data, language family did not have a significant influence on associations between gender and warmth words (p = 0.1693), but the presence of genderedness (β = 0.0076, p < 0.05) had a positive influence on the difference in association between gender words and warmth words. The analysis in the Common Crawl data again indicated that language family did not have an influence on associations between gender and warmth words (p = 0.451); however, genderedness did have a significant positive influence on the difference in association between gender words and warmth words (β = 0.0134, p < 0.05). For the Wikipedia data, both language family (β = 0.0094, p < 0.001) and genderedness (β = 0.0079, p < 0.05) had a significant influence on the difference between the association of gender words and competence. Similarly, for the Common Crawl data, both language family (β = 0.0079, p < 0.01) and genderedness (β = 0.0168, p < 0.001) had a significant influence on the difference between the association of gender words and competence. This shows that even after taking onto account language family, the influence of genderedness of language persists.

Again, to account for the influence of covariates, we used the Global Gender Gap index developed by World Economic Forum (2017), the Corruption Perceptions Index developed by Transparency International (2016), the Religious Diversity Index developed by Pew Research Center (2014), the STC Climate Index compiled from public weather data (Tajick, 2018), and the Human Development Index developed by the United Nations Development Programme (2017), this time with the results for the warmth-competence constructs weighted by the proportional contribution of each country to each language to Wikipedia, to account for possible cultural and geographic covariates (Prewitt-Freilino et al., 2012). 


For the Wikipedia data, a linear regression indicated that the predictor of genderedness significantly predicted gender stereotypes associated with warmth. The results indicated that the predictor explained 16.8% of the total variance (R2 = 0.168, F(1, 42) = 8.748, p < 0.01). Gendered languages showed a greater difference in association between gender words and warmth words (β = 0.0071, p < 0.01). A more complex model including the covariates of gender parity, corruption, religious diversity, development, and climate improved predictive ability (R2 = 0.4681, F(6, 34) = 4.986, p < 0.001), with a similar relationship between gendered languages and the difference in association between gender and warmth words (β = 0.0072, p < 0.01) and none of the other covariates showing a significant influence (see Table S6). 

The same analysis was conducted for the Common Crawl data. A linear regression indicated a significant effect of genderedness on gender stereotypes; it explained 34% of the total variance (R2 = 0.3404, F(1, 43) = 22.19, p < 0.001). Gendered languages showed a greater difference in the association between gender words and warmth words (β = 0.0134, p < 0.001). With the more complex model suggested by Prewitt-Freilino et al. (2012), improved predictive ability (R2 = 0.5658, F(6, 35) = 7.6, p < 0.001), with a similar relationship between gendered languages and the difference in association between gender and warmth words (β = 0.0143, p < 0.001) and none of the other covariates showed a significant influence (see Table S6). 
Table S6
Summary of the regression analysis for the stereotype of warmth, including geographic, demographic and cultural control variables.
	
	Wikipedia
Warmth 
Gender Model
	Wikipedia 
Warmth

Complete Model
	Common Crawl
Warmth

Gender Model
	Common Crawl 
Warmth

Complete Model

	Variable
	β
(SE)
	β
(SE)
	β 
(SE)
	β 
(SE)

	Intercept
	-0.0032
(0.002)
	-0.0212
(0.0205)
	-0.0017
(0.0023)
	0.0201
(0.0252)

	Genderedness
	0.0071**
(0.0024)
	0.0072**
(0.0025)
	0.0134***
(0.0029)
	0.0143***
(0.003)

	Global Gender Gap
	
	-0.0415
(0.0359)
	
	-0.0166
(0.0417)

	Corruption Perceptions
	
	-0.0001
(0.0001)
	
	-0.0003
(0.0002)

	Religious Diversity
	
	-0.0001
(0.0001)
	
	0.0001
(0.001)

	STC Climate Index
	
	-0.0001
(0.0107)
	
	-0.0179
(0.0131)

	Human Development Index
	
	-0.0275
(0.0252)
	
	-0.0152
(0.0309)

	R2
	0.168
	0.4681
	0.3404
	0.5128

	F
	8.478**
	4.986***
	22.19***
	6.14***


* p < 0.05, ** p < 0.01, *** p < 0.001.

The analysis was repeated for competence words in each data set. For the Wikipedia data set, a linear regression indicated genderedness was a significant predictor of gender stereotypes associated with competence. The results indicated that the predictor explained 14% of the total variance (R2 = 0.1435, F(1, 42) = 7.034, p < 0.05). Gendered languages showed a greater difference in association between gender words and competence words (β = 0.0079, p < 0.05). A more complex model including the covariates of gender parity, corruption, religious diversity, development, and climate improved predictive ability (R2 = 0.3076, F(6, 34) = 2.517, p < 0.05), with a similar relationship between gendered languages and the difference in association between gender and competence words (β = 0.0085, p < 0.05) and none of the covariates showing significant influence (see Table S6). For the Common Crawl data, a linear regression indicated a significant effect of genderedness on gender stereotypes of competence; it explained 14% of the total variance (R2 = 0.1435, F(1, 42) = 7.034, p < 0.05). Gendered languages showed a greater difference in the association between gender words and competence words (β = 0.0079, p < 0.05). The more complex model improved predictive ability (R2 = 0.3076, F(6, 34) = 2.517, p < 0.05), with a similar relationship between gendered languages and the difference in association between gender and competence words (β = 0.0085, p < 0.05) and none of the other covariates showing a significant influence (see Table S7). 
Table S7
Summary of the regression analysis for the stereotype of warmth, including geographic, demographic and cultural control variables.
	
	Wikipedia
Competence 
Gender Model
	Wikipedia 
Competence

Complete Model
	Common Crawl
Competence

Gender Model
	Common Crawl 
Competence

Complete Model

	Variable
	β
(SE)
	β
(SE)
	β 
(SE)
	β 
(SE)

	Intercept
	0.0094
(0.0024)
	-0.0292
(0.0285)
	0.0094
(0.0024)
	-0.0292
(0.0285)

	Genderedness
	0.0079 **
(0.0029)
	0.0085*
(0.0035)
	0.0079*
(0.0029)
	0.0085*
(0.0035)

	Global Gender Gap
	
	-0.0233
(0.0499)
	
	-0.0232
(0.0499)

	Corruption Perceptions
	
	-0.0003
(0.0002)
	
	-0.0003
(0.0002)

	Religious Diversity
	
	-0.0019
(0.0012)
	
	-0.0019
(0.0012)

	STC Climate Index
	
	-0.0226
(0.0149)
	
	-0.0226
(0.0149)

	Human Development Index
	
	0.0595
(0.0349)
	
	0.0595
(0.03499)

	R2
	0.1435
	0.3076
	0.1435
	0.3076

	F
	7.034*
	2.517*
	7.034*
	2.517*


* p < 0.05, ** p < 0.01, *** p < 0.001.
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Footnotes

1 Note that the corruption index is scaled such that a number closer to zero indicates more public corruption and a number closer to one indicates less public corruption (Transparency International, 2016).
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