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Appendix
Confirmatory Factor Analysis

A bifactor model (Chen, West, & Sousa, 2006) assumes all the items were correlated through a single global factor, but there were domain-specific factors that account for additional unique variance apart from the global factor. Different bifactor models were fit to the participant Everyday Cognition (ECog) ratings at baseline. In this analysis, each categorical item was modeled as a discretized version of a latent continuous variable, with the observed categories arising through cutoff values or thresholds that partition the latent variable distribution. The latent continuous variables for all items were assumed to follow a multivariate normal distribution. The thresholds and factor loadings were estimated for each item. Four models were fitted as follows: Model 1 includes a single global factor only; Model 2 includes the global factor and four domain-specific factors—memory, language, visuospatial abilities, and executive functions; Model 3 includes the global factor and five domain-specific factors—memory, language, visuospatial abilities, planning, and divided attention; and Model 4 includes the global factor and six domain-specific factors—memory, language, visuospatial abilities, planning, organization and divided attention. The domain-specific factors were uncorrelated with the global factor and were not allowed to correlate. Model fit was assessed by the comparative fit index (CFI) (Bentler, 1990), the root mean square error of approximation (RMSEA) (Steiger, 2000) and the Tucker-Lewis index (TLI) (Tucker & Lewis, 1973). The CFI and TLI range from 0 to 1 and values of 0.95 or higher were considered as indicating good model fit (Li-tze & Bentler, 1999). RMSEA values less than 0.08 were considered indicative of adequate fit and values less than 0.05 indicative of good fit (Browne, Cudeck, Bollen, & Long, 1993). The analysis was performed in Mplus 6.0 (Muthén & Muthén, 1998–2010) and a mean and variance adjusted weighted least squares estimator (WLSMV) (Muthén, du Toit, & Spisic, 1997) was used for all analyses.

Group Comparison—Single-response LMER

For each of the participant and companion ECog subscales, three linear mixed effects regression (LMER) models were fitted separately to test for group intercept (baseline) and slope (longitudinal) differences. The three LMER models are:

Model 1 (Null model)
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Model 2 (Intercept Model)
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Model 3 (Intercept and Slope Model)
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where [image: image5.png]


 is person index, [image: image7.png]


 is time index,[image: image8.wmf]1
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is the random intercept, [image: image9.wmf]2
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is the random slope, and [image: image10.wmf]ij
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is random error. It was assumed that two random effects follow a multivariate normal distribution with zero mean vector and unstructured covariance matrix; error terms follow a normal distribution with zero mean; and random effects and error terms are independent of each other. All models also included age at initial ECog administration, gender, and years of education as covariates. The three models were evaluated using a scaling of Akaike’s information criteria (AIC) corrected for small-sample bias (AICc). 

Participant and Companion Comparison—Multi-response LMER

In the multi-response LMER analysis (Long, 2012), the focus is on the discrepancy between participant and companion ECog ratings in each group over time. This discrepancy can be captured by the participant and companion slope difference. To test the slope difference between the participants and companions in each group, the participant and companion trajectories were fitted simultaneously accounting for the correlation between the participant and companion repeated measures on the same individual. The multi-response LMER was fitted stacking participant and companion data. In this stacked data, we added a new variable ‘trait’ which indicates whether the observation is from the participants or companions. Based on the trait, two indicator variables were created: (a) traitP (1 if trait = participant and 0 otherwise) and (b) traitC (1 if trait = companion and 0 otherwise). These two indicator variables were then used to create interactions with every independent variable in the model. In this way, stacked design matrices for the fixed and random effects can be built, and we can estimate separate participant and companion fixed and random effects. The model with the group slope effect is as follows (covariates are excluded here for the simplicity but they can also be included in the same manner as groups):

For the outcome and fixed and random effects variables, participant (P) and companion (C) data were stacked as follows:[image: image11.wmf],
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is the stacked matrix for ECog; [image: image15.wmf],
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are the stacked matrix for fixed and random effect variables, respectively. Groups were coded as four dummy variables: cont, low, med, and high. Then, for each column of[image: image17.wmf],
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, two indicator variables, traitP and traitC were multiplied separately:
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Then, 
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For any kth fixed effect in the above model, we observe two separate parameters for participant ([image: image23.wmf]P
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). The participant and companion random effects for intercept and the duration (dur) follow multivariate normal distribution, [image: image25.wmf]1212
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. The error terms follow normal distribution: eP,C ~ N(0,σe2). 

As each of four groups (Control, Low, Medium, and High) has either slope discrepancy or no discrepancy between participants and companions, there were 16 possible models (Table A1). As shown in the Table A1, Model 1 is the simplest model with no slope discrepancy in all groups and Model 16 is the most complex model with slope discrepancies in all groups. All models were adjusted for age at initial ECog administration, gender, and years of education. These models were evaluated using AICc weights (wAICc). The relative importance of the slope discrepancy of each group was quantified by the sum of the weights over all the models with unequal group slopes (Burnham & Anderson, 2002). For example, the relative importance for the High group was assessed by summing the wAICc values over 16 models where the High group with a slope discrepancy appeared (Model 5, 8, 10, 11, 13, 14, 15, and 16). The weights close to 1 indicate higher relative importance. Model-averaged coefficients were computed by averaging model parameters over all models after multiplying the weight (wAICc) of the model and the estimated parameters for the given model. In chapter 4, pages 151-153 of their book, Burnham and Anderson show how to calculate [image: image26.wmf]b
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(2002).
Table A1
Sixteen Multi-Response Linear Mixed Effects Regression (LMER) Models Testing a Discrepancy Between the Slopes of Participants and Companions Ratings in Each Group
	Model
	Group with Discrepancy
	Group with Unequal Slopes (P slope ≠ C slope)

	
	
	Control
	Low
	Medium
	High

	1
	None
	0
	0
	0
	0

	2
	Control
	1
	0
	0
	0

	3
	Low
	0
	1
	0
	0

	4
	Medium
	0
	0
	1
	0

	5
	High
	0
	0
	0
	1

	6
	Control, Low
	1
	1
	0
	0

	7
	Control, Medium
	1
	0
	1
	0

	8
	Control, High
	1
	0
	0
	1

	9
	Low, Medium
	0
	1
	1
	0

	10
	Low, High
	0
	1
	0
	1

	11
	Medium, High
	0
	0
	1
	1

	12
	Control, Low, Medium
	1
	1
	1
	0

	13
	Control, Low, High
	1
	1
	0
	1

	14
	Control, Medium, High
	1
	0
	1
	1

	15
	Low, Medium, High
	0
	1
	1
	1

	16
	Control, Low, Medium, High
	1
	1
	1
	1


Note. P = participant; C = companion. 
In column 3 to 6, 0 indicates equal P and C slopes were estimated for that group whereas 1 indicates unequal P and C slopes were estimated. All models included age at initial Everyday Cognition (ECog) administration, gender, and years of education as covariates.

Table A2 shows the results of the simultaneous analysis of participant and companion ECog subscales. For each measure, the sum of the weight for each group was calculated as desribed above. For total, memory, and executive function scores, the sum of weights was much larger for the High group compared to the other groups, indicating the discrepancy in the High group is more important than the other groups. 

Table A2
Importance of Slope Discrepancy Between Participants and Companions by Group as Measured by the Sum of Weights Over All Models With Unequal Group Slopes
	Measure
	Control
	Low
	Medium
	High

	Total
	0.28
	0.38
	0.35
	0.72

	Memory
	0.35
	0.44
	0.46
	0.7

	Language
	0.28
	0.32
	0.28
	0.42

	Visuospatial perception
	0.27
	0.27
	0.29
	0.28

	Executive function
	0.27
	0.35
	0.47
	0.91


Note. Values close to 1 indicate higher importance. 
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