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Hierarchical Bayesian Model Estimation

Following guidelines from previous work (Turner, Sederberg, Brown, & Steyvers, 2013), relatively broad and uninformative priors were posited for the group-level hyper-parameters. Priors for all group σ parameters were exponential distributions with a scale parameter of 1. Priors for group µ priors were all positive normal distributions, truncated at 0, with the following mean and standard deviation parameters:
Aµ ~TN(µ=1,σ=0.5)
bµ ~TN(µ=1,σ=0.5)
vµ ~TN(µ=2,σ=1)
svµ ~TN(µ=1,σ=1)
t0µ ~TN(µ=1,σ=0.5)

	During fitting, the likelihood of the data given model parameters was indexed following procedures described in detail by Turner et al. (2013). Briefly, to simultaneously account for the RT and accuracy of choices, model parameters were used to calculate predicted probability density functions (PDFs) for all types of response time destructions (e.g., correct “many” responses for “many” stimuli, incorrect “few” responses for the same stimuli). These PDFs represent the probability of each possible accumulator reaching threshold and the other accumulator not reaching threshold. The PDFs were then used to assign likelihood values to each individual RT, and the product of likelihood values from all RTs from each participant was calculated.
Markov chain Monto Carlo simulations employing the differential evolution method (DE-MCMC) were used to sample from posterior distributions for the group- and individual-level parameter estimates (Turner et al., 2013). This method has been demonstrated to allow for more efficient sampling in cases where model parameters are correlated or where the covariance structure of parameters is unknown, which is common for psychological models (Turner et al., 2013). Rather than using a Gaussian kernel distribution to generate proposals for movements of the chains, as is typical in MCMC algorithms, DE-MCMC generates proposed movements for a given chain by taking the difference between the current states of two other chains. Sampling was conducted with 50 chains for each parameter for 5000 iterations. As inspection of the sampling confirmed that chains for all parameters were stable and converged after 3,000 iterations, samples from the first 3,000 iterations were discarded as a burn-in period. This procedure left a total of 100,000 posterior samples per parameter for analysis.
Scaling Parameters and Analysis of the “Alternate” Model

As evidence accumulation models have a “scaling” property, one of the model parameters (typically mean drift or drift variability) must be set at an arbitrary value to constrain the model (Donkin, Brown, & Heathcote, 2009). One drawback of this approach in the current study is that the constrained parameter would be assumed to be the same between groups, even if true group differences exist in this parameter. We addressed this issue in two ways. First, the sve parameter for “few” was fixed to 1 in both groups because 1) sve parameters would likely be the hardest to estimate given the difficulty of estimating sv and the low number of error trials, and 2) group differences in sve for “many” could be observed to determine whether there was, in fact, a group difference in sve. Second, to ensure that there was not a selective group difference in sve for “few”, an “alternate” model was fit to the data using the same procedures described below in which only sve for “many’ was constrained to 1. Results from this “alternate” model, displayed in Supplemental Table 2, did not differ markedly from the main model (the directionality of, and evidence for, effects is generally consistent with that of effects in the main model) and, crucially, produced little evidence for a group difference in sve for “few”. Thus, we are confident that our choice of a scaling parameter did not obscure group differences. 		 			
Assessment of Model Fit
Supplemental Figure 1a displays plots which compare the actual RT data (circles) with data predicted by the model parameter’s posteriors (dots/lines) to assess model fit. For each difficulty condition and group, the average latency of five RT quantiles is compared with the cumulative probability of a correct or error response. Inspection of the plots suggests that the model fit the data very well on average, with the largest misfits occurring for error trials in the low difficulty condition, where the model over-predicts slower RTs. Misfit of error trials in high-accuracy conditions is commonplace (Ratcliff & Childers, 2015), and expected because rare trial types contain relatively little information about model fit, and the likelihood function therefore places greater weight on other trials. To a lesser degree there is also under-estimation of slow RTs for correct responses in the high difficulty condition, perhaps because participants sometimes double-checked their answer. 
Supplemental Figure 1b displays group means of empirical summary statistics (lines and points) over violin plots that represent the density of the probability distribution of summary statistic means predicted by the model; greater density indicates a higher probability of that value being the true value predicted by the model, and wider plots indicate greater uncertainty in predictions. Although the absolute values predicted by the model are not always accurate (e.g., the model under-predicts SDRT in all conditions), the model accounts for major effects in the behavioral data: increased mean RT and SDRT, and decreased accuracy, in the ADHD group and in the high-difficulty condition.  Notably, the plots also demonstrate the relative importance of error RTs; the model’s predictions of error RT means are far more uncertain than those of correct RT means. As posterior predictive quantiles aligned well with empirical data in all cases except for a small minority (<4%) of trials, from errors in the low-difficulty condition, and as the model captured key behavioral effects, we concluded that model fit was adequate.
Calculation of Bayesian p-values and Savage-Dickey Ratios
“Bayesian p-values” (Bps) for main effects were calculated by sampling without replacement from the group µ posterior distributions, and counting the proportion of samples for which one condition or group was greater than the other. Group x condition interactions were assessed by subtracting the µ posterior samples for one condition from the other within each group to create µ difference distributions for each group, and then calculating the Bp for group differences in these distributions. Bayesian p-values quantify the likelihood that the posterior difference distribution is consistent with the hypothesis that a difference exists. For example, a Bp of .10 for a main effect of group indicates a 90% probability that one group’s µ is greater than the other group’s µ. For all effects, Bps were adjusted so that values close to 0 were indicative of evidence for a difference (i.e., Bps>.50 were subtracted from 1 to flip the value).  
The Savage-Dickey density ratio method (Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010) was used to approximate Bayes Factors for differences between model parameter values. To implement this method, we calculated prior and posterior distributions for the effect sizes of each main and interaction effect, and compared the density of these distributions at 0. Main effect size samples were calculated by placing samples from the mean and scale parameters for one condition/group (µ1, σ1) and the second condition/group (µ2, σ2) in the following formula:


Interaction effect size samples were calculated similarly, where “.ADHD” indicates ADHD group parameters and “.Con” indicates Control group parameters:


Following this calculation, the density of the prior effect size at 0 was divided by the density of the posterior effect size at 0 to produce a BF.
Representation of Between-Subject Variability

Between-subject variability in each group is captured by the group standard deviation parameters (σ), and can be represented by plotting the population distributions that are predicted by each group’s µ and σ estimates. Below, we present density plots of the Control (black) and ADHD (grey) group’s population distributions of parameter values, calculated using the posterior medians for the group µ and σ parameters. Visual inspection of these plots suggests that, for all parameters of interest except svc, children with ADHD display more between-subject variability than their peers. This notion is also supported by the analyses of differences in group σ parameters that are reported in the main manuscript.
Simulation/Recovery Study to Assess Reliability of Parameter Estimates

	As the reliability of group-level mean parameter estimates (the parameters of interest in this study) is determined by both the per-participant number of trials (see Supplemental Table 3 for a summary of these numbers) and the number of subjects in each group, we conducted a simulation/recovery study to ensure that the parameter estimates we obtained from the empirical data were reliable. We first used the parameter estimates obtained from our fit of empirical data to simulate two groups of fake participants’ data that had the same numbers of subjects as our real control (32) and ADHD (80) groups. Following assumptions of the empirical fit, parameters in the simulated groups were assumed to be normal distributions, truncated at 0, that were determined by the medians of the group-level posterior distributions for µ and σ from the real groups. The simulated data had 96 trials per subject rather than 100 (to account for the roughly 3.5% of RT data that were excluded prior to the empirical fit) that were distributed evenly across difficulty and many/few conditions. We then used the same priors and general DE-MCMC (Turner et al., 2013) estimation procedures as those used in the empirical fits, with the exception that, as there were not contaminant RTs in the simulated data, neither RT exclusion criteria nor the contaminant mixture assumption were applied. All simulations and estimation were conducted using functions from Dynamic Models of Choice (Heathcote, Lin, & Gretton, 2017).
Results are displayed in Supplemental Figure 3; the horizontal black bars represent the actual group mean parameters used to simulate the data while the violin density plots represent posterior distributions for the recovered parameters. Mean drift and drift variability parameters are displayed, as well as the values for the magnitude of between-group differences in these parameters of interest (Control-ADHD). Although recovery of the absolute parameter values is not perfect, the “true” simulated parameter values all lie within, or very close to, the recovered posterior distributions. Furthermore, the values for between-group differences in mean parameters all lie well within to the recovered posteriors for these differences. Taken together, we believe these results demonstrate that the number of trials and subjects in each group was sufficient to generate relatively reliable group-level mean parameter estimates and, most relevant to the current study, to generate reliable estimates of group differences in these parameters.






Supplemental Tables and Figures

Supplemental Table 1. Means and standard deviations (parentheses) for mean response time (MRT), the standard deviation of response time (SDRT) and accuracy rates of both groups. All response time indices are reported in seconds.

	Difficulty 
	Stimulus 
	Group 
	MRT 
	SDRT
	Accuracy

	High 
	
	Many 
	
	ADHD
	
	1.041 
	
	(0.248) 
	
	
	0.406 
	(0.133) 
	0.773 
	(0.115) 

	  
	
	  
	
	Control 
	
	0.892 
	
	(0.166) 
	
	
	0.322 
	(0.133) 
	0.858 
	(0.083) 

	  
	
	Few 
	
	ADHD
	
	1.092 
	
	(0.267) 
	
	
	0.434 
	(0.160) 
	0.783 
	(0.136) 

	  
	
	  
	
	Control 
	
	0.951 
	
	(0.197) 
	
	
	0.329 
	(0.140) 
	0.810 
	(0.095) 

	Low 
	
	Many 
	
	ADHD
	
	0.947 
	
	(0.250) 
	
	
	0.360 
	(0.152) 
	0.919 
	(0.074) 

	  
	
	  
	
	Control 
	
	0.764 
	
	(0.131) 
	
	
	0.222 
	(0.075) 
	0.950 
	(0.058) 

	  
	
	Few 
	
	ADHD
	
	0.995 
	
	(0.222) 
	
	
	0.396 
	(0.135) 
	0.922 
	(0.096) 

	  
	
	  
	
	Control 
	
	0.846 
	
	(0.147)
	
	
	0.286 
	(0.141) 
	0.965 
	(0.032) 
































Supplemental Table 2. Comparison of P and SDR values for effects of interest in the main model and “alternate” model in which sve for “many”, rather than sve for “few”, was fixed to 1.
	Parameter
	Effect
	Evidence in main model
	Evidence in "alternate" model

	vc
	High<Low Difficulty, ADHD Group
	Bp=.04, SDR=6.07:1
	Bp =.14, SDR=4.37:1

	
	High<Low Difficulty, Control Group
	Bp =.06, SDR=10.13:1
	Bp =.08, SDR=9.94:1

	
	ADHD<Control, High Difficulty
	Bp =.07, SDR=5.19:1
	Bp =.08, SDR=7.36:1

	
	ADHD<Control, Low Difficulty
	Bp =.04, SDR=8.70:1
	Bp =.06, SDR=9.58:1

	
	Group x Difficulty Interaction
	Bp =.34, SDR=2.51:1
	Bp =.38, SDR=3.02:1

	ve
	High>Low Difficulty, ADHD Group
	Bp <.01, SDR>10,000:1
	Bp >.01, SDR=2768.42:1

	
	High>Low Difficulty, Control Group
	Bp <.01, SDR=654.86:1
	Bp <.01, SDR=168.02:1

	
	ADHD<Control, High Difficulty
	Bp=.40, SDR=.46:1
	Bp =.24, SDR=.83:1

	
	ADHD<Control, Low Difficulty
	Bp =.20, SDR=.53:1
	Bp =.48, SDR=.44:1

	
	Group x Difficulty Interaction
	Bp =.29, SDR=.52:1
	Bp =.34, SDR=.58:1

	svc 
	Control>ADHD, "Many"
	Bp =.12, SDR=2.36:1
	Bp =.13, SDR=3.61:1

	
	Control>ADHD, "Few"
	Bp =.13, SDR=1.85:1
	Bp =.13, SDR=2.42:1

	sve
	Control<ADHD, "Many"
	Bp =.28, SDR=.52:1
	XXXXX
XXXXX

	
	Control<ADHD, "Few"
	XXXXX
XXXXX
	Bp =.25, SDR=.52:1

	t0
	Control>ADHD
	Bp =.02, SDR=7.84:1
	Bp =.08, SDR=5.13:1

	A
	ADHD>Control
	Bp =.25, SDR=.73:1
	Bp =.20, SDR=.88:1

	B
	ADHD>Control, "Many"
	Bp =.16, SDR=1.68:1
	Bp =.33, SDR=1.82:1

	
	ADHD>Control, "Few"
	Bp =.29, SDR=1.73:1
	Bp =.39, SDR=1.46:1

	
	"Many"<"Few", ADHD Group
	Bp =.08, SDR=2.25:1
	Bp =.35, SDR=1.20:1

	
	"Many"<"Few", Control Group
	Bp =.07, SDR=7.03:1
	Bp =.18, SDR=5.21:1

	
	Group x Difficulty Interaction
	Bp =.37, SDR=1.31:1
	Bp =.31, SDR=1.89:1


Supplemental Table 3. Summary statistics for the number of trials present in each condition, including group means, maximum value across participants, and minimum values.

	
	ADHD Mean
	Control Mean
	ADHD Min.
	Control Min.
	ADHD Max.
	Control Max.

	Hard "Many" Correct
	17.63
	20.41
	11
	14
	23
	24

	Hard "Many" Error
	5.15
	3.34
	1
	0
	13
	9

	Hard "Few" Correct
	18.56
	19.97
	8
	16
	25
	24

	Hard "Few" Error
	5.18
	4.72
	0
	1
	17
	9

	Easy "Many" Correct
	23.11
	24.47
	17
	20
	26
	26

	Easy  "Many" Error
	2.05
	1.28
	0
	0
	8
	6

	Easy  "Few" Correct
	22.06
	23.81
	12
	21
	25
	25

	Easy  "Few" Error
	1.85
	0.88
	0
	0
	11
	3


































Supplemental Figure 1. Plots of model fit: a) Joint cumulative distribution function plots comparing the latency of RT quantiles (.10,.30,.50,.70,.90) with the cumulative probability of a correct (black) and error (gray) response for each group and difficulty level, averaged between subjects. Empirical data is represented by circles while predicted data is represented by dots and lines. b) Plots of empirical group means of summary statistics (lines and circles) over violin plots that represent the probable locations of the same summary statistics predicted by model’s posterior parameter values. Wider distributions indicate greater uncertainty in the model’s predictions.

[image: ]


Supplemental Figure 2. Density plots of the population distributions of parameters of interest for the control (black) and ADHD (grey) groups. Greater dispersion of a distribution indicates greater between-subject variability of parameter values in that group.
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Supplemental Figure 3. Group-level mean (µ) parameter results from the simulation/recovery study, including absolute values of the mean drift and drift variability parameters (top) as well as the magnitude of group differences (Control-ADHD) in these parameters (bottom). Black horizontal bars represent the “true” group mean values used to simulate the data while violin density plots represent posterior distributions for the recovered parameter values.
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