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Appendix A: Comprehensive Description of the Measures of Intelligence
Childhood intelligence was assessed by the Leistungsprüfsystem (L-P-S [Performance Test System]; Horn, 1962, 1983). The L-P-S is a standardized, objective, and comprehensive German intelligence test based on the model of primary mental abilities formulated by Thurstone (1938). Its 14 subtests provide a measure of general intelligence (total IQ score) as well as scores for more specific intellectual facets, such as crystallized intelligence and fluid intelligence (Neubauer, Fink, & Schrausser, 2000). The scores for crystallized intelligence are based on three subtests. Two subtests consist of misspelled six-letter words; participants have to identify the appropriate words as well as the spelling errors. The other subtest consists of anagrams (Borkenau & Liebler, 1993). The scores for fluid intelligence are based on two subtests inspired by Raven’s Progressive Matrices (Horn, 1983). For both subtests, participants have to identify the inappropriate element in a series of eight elements, the elements of the first subtests being geometric figures and those of the second subtest being letters and digits. 

Split-half reliability of the overall test is .99, parallel-forms reliability is .94. Retest reliability across a time span of 32 months is .83 for the overall test score (Horn, 1983; Tent, 1969), .94 for the combined score for crystallized intelligence, and .78 for the combined score for fluid intelligence (Horn, 1983). There is ample evidence for the construct validity of the L-P-S. Specifically, the correlation of the L-P-S total score with the total score on the German version of the Wechsler Adult Intelligence Scale (WAIS)—the Hamburg Wechsler Intelligenztest für Erwachsene (HAWIE-R; Tewes, 1991)—is .94 (Sturm & Büssing, 1982). Furthermore, the correlation of the standardized L-P-S total score with the standardized total score of the Intelligenz-Struktur-Test (IST; Liepmann, Beauducel, Brocke, & Amthauer, 2001) is .72. The IST is another well-validated and widely used German intelligence test that also correlates substantially with the HAWIE-R (Tewes, 1991). In a recent meta-analysis, Hülsheger, Maier, Stumpp, and Muck (2006) compared the predictive validity of the L-P-S and five other intelligence tests widely used in German-speaking countries, including the IST and Raven’s Progressive Matrices (Kratzmeier, 1979), for the outcomes of vocational education. The authors found the L-P-S to be one of the instruments with the highest criterion-related validity. Further, the total and subtest scores of the L-P-S showed high correlations with grades in various school subjects (Horn, 1983). For instance, the total score showed a correlation of .55 with grade point average in Grade 4 of elementary school (Tent, 1965). The crystallized intelligence score showed a correlation of .47 with German grades, and the fluid intelligence score a correlation of .80 with mathematics grades (Horn, 1983). Given the strong empirical evidence for its reliability and validity, the L-P-S is widely employed in various areas of psychological research, such as research on gender differences in cognitive functions (Weiss, Kemmler, Deisenhammer, Fleischhacker, & Delazer, 2003) or clinical and neuropsychology (Kuelz, Hohagen, & Voderholzer, 2004).
Appendix B: Invariance of Psychometric Properties of Subtest Scores Across Time

Further Details on Assessment of Model Fit

Applied fit indices. To test for increasing levels of MI, we used a stepwise procedure, in which increasingly more equality constraints were introduced into the models of the 12 and 52 year-olds. Goodness of model fit was assessed by the χ2 goodness-of-fit test as well as by several descriptive measures of fit that are recommended in the literature: the χ2 statistic in relation to degrees of freedom, the Root Mean Square Error of Approximation (RMSEA,  Steiger, 1990), the Standardized Root Mean Square Residual (SRMR, Bentler, 1995), Akaike’s Information Criterion (AIC, Akaike, 1974), and the Comparative Fit Index (CFI, Bentler, 1990). RMSEA values smaller than .05 show an acceptable fit (Hu & Bentler, 1999). SRMR values smaller than .05 indicate good fit, and values smaller than .10 point to an adequate model fit (Schermelleh-Engel, Moosbrugger, & Müller, 2003). The model with the smallest AIC value is considered to be the best fitting model (Schermelleh-Engel et al., 2003). CFI values that are greater than .95 suggest good model fit (Hu & Bentler, 1999). The CFI shows the relative fit of a given model compared to an appropriate null model that accounts for MI restrictions (Widaman & Thompson, 2003). The appropriate null model for the current study is a model with zero covariation among the observed variables, time invariant measurement error, as well as time invariant intercepts (i.e., Model 0A in Widaman & Thompson, 2003).

Assessing measurement invariance. Our stepwise procedure implied that each model is nested within the previous one, and hence the model fits could be compared (Bentler & Bonett, 1980). When the overall model fit of a given model was acceptable, we made comparisons across the nested models to assess MI (Little, 1997). Model fit differences are most commonly assessed by the χ2 difference test (Bollen, 1989). However, Cheung and Rensvold (2002) have shown that a change in the Comparative Fit Index CFI smaller than -.01 indicates adequate fit of the model with additional MI constraints. Importantly, when the χ2 difference test and the change in the CFI disagree regarding which model should be accepted, we based our decision on the change in the CFI because of its better statistical properties (i.e., change in the CFI is not affected by sample size; Cheung & Rensvold, 2002). In some cases, MI holds for some but not for all indicators; this is called partial MI (Byrne, Shavelson, & Muthén, 1989). Byrne et al. (1989, p. 458) suggested that a sufficient degree of partial metric invariance for meaningful comparisons of different models is established if, in addition to the indicator whose loading is fixed to identify the scale of the latent factor, at least one additional loading is invariant across time.

Results Type 1 MI
To study the Type 1 MI of subtest scores, we examined a series of increasingly constrained models (these models are abbreviated T1). Measurement models with configural (T1.1) and metric invariance (T1.2) constraints demonstrated excellent fit (see Table S4). However, when we imposed the constraint of equal error variances across time, parameter estimation did not converge (T1.3). We therefore relaxed the equality constraints on the residual variances of two subtest scores (Gc_1 and Gs_1). The resulting model (T1.4) showed good fit to the data, and the model comparison with the metric invariant model (T1.2) indicated an acceptable deterioration in model fit. When we imposed the constraints of scalar invariance (T.5), overall fit deteriorated markedly. We therefore relaxed the constraints on the intercepts of two indicators (Gc_1 and Gv_8), yielding a model with partial scalar invariance (T1.6) that fit the data well and not considerably worse than Model T1.4. To conclude, our results indicate that configural, metric, and partial error invariance in combination with partial scalar invariance could be established for all manifest subtest scores. This level of Type 1 MI indicates that the operational definition of the four broad abilities is fundamentally the same at age 12 and age 52 and allows meaningful comparisons of the latent covariances and variances in order to test the age differentiation-dedifferentiation hypothesis based on the extended Gf-Gc model and the three-stratum model, respectively. 
Further Results of Testing the Age Differentiation-Dedifferentiation Hypothesis

Here we present some additional statistical results of our study of the Age Differentiation-Dedifferentiation Hypothesis when taking the perspective of Carroll’s three-stratum model. To identify the various sources of age dedifferentiation in this model, we drew on Model C.1 (where the variance of Gfspecific52 was fixed to zero) and imposed several equality constraints across time (see Table S4). First, in Model C.2, we constrained the unstandardized factor loadings to be equal across time (i.e., reflecting second-order metric invariance). This model did not show acceptable overall model fit. The reason was that the unstandardized loadings of Gc on g and Gs on g were much higher at age 52 than at age 12. When we relaxed the equality constraints of these second-order factor loadings (i.e., reflecting partial metric invariance; Model C.3), model fit was acceptable and not considerably worse than the configurally invariant model (Model C.1). Second, in Model C.4, we constrained the variances of specific abilities to be equal across time. This model did not show acceptable overall model fit. The reason was that the variance of Gcspecific increased whereas the variance of Gfspecific decreased with age (see Figure 2c). When the equality constraints on the variances of these specific abilities were relaxed (Model C.5), model fit was acceptable and not considerably worse than that of Model C.3. Third, in Model C.6, we imposed equality constraints on the variance of g across time. This model did not fit the data well because the variance of the g factor increased significantly from age 12 to age 52 (see Figure 2c). Taken together, these results indicate that 

the increase in intercorrelations observed in the extended Gf-Gc model is the result of several age-specific changes: (a) increases in the factor loadings of Gc and Gs on g, (b) a decrease in the variance specific to Gf, with Gf even becoming indistinguishable from g at age 52, and (c) by a substantial increase in the variance of g over time. However, at the same time, the variance specific to Gc increased, which is indicative of differentiation.

Table S1

Summary of Previous Key Studies on the Differential Stability (r) of Cognitive Abilities

	 
	Mean age in years
	 
	 
	 
	 
	 
	 

	Study
	Initial
	Follow-up
	N
	Cognitive ability
	Correlation
	Corrected for m.e.
	g partialled
	Measure

	Eichorn et al. (1981)
	17- 18
	36 - 48
	250
	Verbal 
	.84 (men)
	No
	No
	Stanford-Binet or Wechlser Bellevue (initial) and Wechsler Adult Intelligence Scale (follow-up)

	
	
	
	
	 
	.81 (women)
	
	No
	

	
	
	
	
	Performance
	.69 (men) 
	
	No
	

	
	
	
	
	 
	.63 (women)
	
	No
	

	
	
	
	
	
	
	
	
	

	Kangas & Bradway (1971)
	30
	42
	48
	Verbal
	.70
	No
	No
	Wechsler Adult Intelligence Scale

	
	
	
	
	Performance
	.57
	
	No
	

	
	
	
	
	
	
	
	
	

	Larsen (2008)
	20
	38
	4321-4385     (only men)
	Verbal reasoning
	.82
	No
	No
	Army Classification Battery

	
	
	
	
	Arithmetic reasoning
	.79
	
	No
	

	
	
	
	
	Verbal reasoning
	.44
	No
	Yes
	

	
	
	
	
	Arithmetic reasoning
	.36
	
	Yes
	

	
	
	
	
	
	
	
	
	

	Nisbet (1957)
	22
	47
	141
	Vocabulary
	.48
	No
	No
	Simplex Group Test

	
	
	
	
	Verbal
	.44
	
	No
	

	
	
	
	
	Number
	.39
	
	No
	

	
	
	
	
	
	
	
	
	

	Owens (1966)
	19
	61
	96                   (only men)
	Verbal
	.52 - .60
	No
	No
	Army Alpha

	
	
	
	
	Reasoning
	.41 - .54
	
	No
	

	
	
	
	
	
	
	
	
	

	Pushkar Gold et al. (1995) 
	25
	65
	316                (only men)
	Verbal abilities 
	.93
	Yes
	No
	Revised Examination "M''

	
	
	
	
	Nonverbal abilities 
	.64
	
	No
	

	
	
	
	
	
	
	
	
	

	Schaie & Strother (1968)
	20-70
	5 year  intervals
	302
	Verbal meaning
	.88
	No
	No
	Primary Mental Abilities

	
	
	
	
	Reasoning
	.93
	
	No
	

	
	
	
	
	Space
	.75
	
	No
	

	
	
	
	
	
	
	
	
	

	Schwartzman et al. (1987)
	25
	65
	260                (only men)
	Verbal abilities 
	.82
	No
	No
	Revised Examination "M''

	
	
	
	
	Nonverbal abilities 
	.54
	
	No
	

	
	
	
	
	Mechanical abilities
	.66
	
	No
	

	
	
	
	
	
	
	
	
	

	Tuddenham et al. (1968)
	30
	43
	164                  (only men)
	Reading and vocabulary
	.69
	No
	No
	Army General Classification Test

	
	
	
	
	Arithmetic reasoning 
	.74
	
	No
	

	 
	 
	 
	 
	Pattern analysis (visual processing)
	.64
	 
	No
	 


Note. m.e. = measurement error

Table S2

Estimates of Sample Selectivity 

	 
	Data collected in 1968
	 
	Effect size in SD units

	
	Total base sample
	
	Longitudinal sample
	 
	

	
	N = 2,450
	
	n = 344
	
	

	 
	M
	SD
	 
	M
	SD
	 
	Cohen's d

	pSES
	39.84
	13.67
	
	40.94
	12.81
	
	0.08

	GPA
	45.02
	8.50
	
	47.41
	7.46
	
	0.28

	childhood intelligence
	
	
	
	

	Gc
	100.00
	15.00
	
	103.27
	13.77
	
	0.22

	Gs
	100.00
	15.00
	
	102.57
	13.98
	
	0.17

	Gv
	100.00
	15.00
	
	104.25
	14.64
	
	0.28

	Gf
	100.00
	15.00
	
	105.32
	13.36
	
	0.35

	g
	100.00
	15.00
	 
	105.11
	13.20
	 
	0.34


Note. Effect sizes indicate the selectivity of the longitudinal sample as used in the present paper: Positive effect sizes indicate that the value of a certain childhood characteristic was larger in the longitudinal sample compared to the total base sample. pSES = parental socioeconomic status measured on the ISEI scale (Ganzeboom, De Graaf, Treiman, & De Leeuw, 1992; Ganzeboom & Treiman, 1996); GPA = grade point average; Gc = comprehension knowledge; Gf = fluid reasoning; Gv = visual processing; Gs = processing speed; g = general cognitive ability.

Table S3

Intercorrelations, Descriptive Statistics, and Model-Based Reliability Estimates of Manifest Measures as Applied in the Current Study

	 
	Age 12
	 
	Age 52

	 
	Gc_1
	Gc_2
	Gf_1
	Gf_2
	Gv_1
	Gv_2
	Gs_1
	Gs_2
	 
	Gc_1
	Gc_2
	Gf_1
	Gf_2
	Gv_1
	Gv_2
	Gs_1
	Gs_2

	At age 12
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gc_1
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gc_2
	.51
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gf_1
	.30
	.29
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gf_2
	.32
	.34
	.54
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gv_1
	.31
	.30
	.33
	.36
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gv_2
	.30
	.37
	.41
	.37
	.42
	
	
	
	
	
	
	
	
	
	
	
	

	Gs_1
	.20
	.25
	.21
	.29
	.18
	.21
	
	
	
	
	
	
	
	
	
	
	

	Gs_2
	.09
	.17
	.07
	.19
	.09
	.12
	.28
	
	
	
	
	
	
	
	
	
	

	At age 52
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Gc_1
	.62
	.47
	.31
	.42
	.33
	.33
	.24
	.12
	
	
	
	
	
	
	
	
	

	Gc_2
	.46
	.47
	.32
	.40
	.28
	.31
	.28
	.05
	
	.64
	
	
	
	
	
	
	

	Gf_1
	.30
	.31
	.48
	.52
	.41
	.45
	.21
	.08
	
	.49
	.49
	
	
	
	
	
	

	Gf_2
	.38
	.35
	.49
	.54
	.39
	.40
	.26
	.17
	
	.57
	.56
	.70
	
	
	
	
	

	Gv_1
	.27
	.27
	.43
	.43
	.40
	.47
	.16
	.01
	
	.43
	.45
	.60
	.53
	
	
	
	

	Gv_2
	.24
	.30
	.43
	.35
	.40
	.57
	.12
	.08
	
	.38
	.39
	.59
	.53
	.59
	
	
	

	Gs_1
	.19
	.17
	.19
	.22
	.15
	.18
	.40
	.29
	
	.29
	.34
	.31
	.36
	.23
	.19
	
	

	Gs_2
	.22
	.22
	.33
	.38
	.26
	.26
	.29
	.41
	
	.45
	.41
	.46
	.55
	.36
	.34
	.49
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	M
	102.8
	103.1
	104.7
	104.9
	103.5
	103.5
	101.7
	102.2
	
	162.0
	133.6
	117.4
	121.8
	112.5
	116.3
	121.2
	121.9

	SD
	13.0
	14.7
	14.2
	13.0
	15.3
	14.1
	14.8
	13.0
	
	24.1
	21.1
	15.8
	13.8
	18.9
	14.5
	23.5
	17.4

	RTT
	.52
	.42
	.50
	.64
	.44
	.43
	.25
	.32
	 
	.60
	.73
	.58
	.72
	.56
	.55
	.35
	.62


Note. All entries are based on full information maximum likelihood estimates for missing data. Gc = comprehension knowledge; Gf = fluid reasoning; Gv = visual processing; Gs = processing speed; _1 and _2 refer to manifest variables 1 and 2 that measure the respective broad ability; RTT = lower-bound model-based estimates of subtest score reliabilities obtained from Model T1.6 (see Bollen, 1989); these estimates take into account the reliable variance due to the first-order factors and (in case of Gc_1, Gv_2, Gs_1, and Gs_2) correlated residual terms.

Table S4

Evaluation of Model Fit to Study the Psychometric Properties of the Cognitive Measures (Type 1 Measurement Invariance) and the Age-Differentiation-Dedifferentiation Hypothesis (Type 2 Measurement Invariance) for the Extended Gf-Gc and the Three-Stratum Models

	Model Constraint
	χ2
	df
	CFI
	RMSEA 
	SRMR
	AIC
	Differences (Δ )

	 
	 
	 
	 
	 
	 
	 
	Compare
	χ2
	df
	CFI
	RMSEA
	SRMR
	AIC

	Type 1 Measurement Invariance (T1)
	
	
	
	
	
	
	
	
	
	
	
	

	T1.1 configural invariance
	87.79
	72
	.996
	.025
	.029
	43830.60
	―
	―
	―
	―
	―
	―
	―

	T1.2 metric invariance
	107.03
	76
	.993
	.034
	.064
	43842.24
	T1.2 vs. T1.1
	18.51
	4
	–.003
	.009
	.035
	11.63

	T1.3 error invariances
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	T1.4 partial error invariance
	120.30
	82
	.991
	.037
	.074
	43844.01
	T1.4 vs. T1.2
	13.09
	6
	–.002
	.003
	.010
	1.78

	T1.5 scalar invariance
	234.94
	86
	.967
	.071
	.142
	43949.86
	T1.5 vs. T1.4
	135.95
	4
	–.025
	.034
	.068
	105.85

	T1.6 partial scalar invariance
	139.44
	84
	.988
	.044
	.086
	43859.20
	T1.6 vs. T1.4
	19.83
	2
	–.004
	.007
	.012
	15.18

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Type 2 Measurement Invariance: Extended Cattell-Horn Gf-Gc Model (CH)
	
	
	
	
	
	
	
	

	CH.1 all covariances equal
	255.83
	90
	.963
	.073
	.218
	43964.11
	CH.1 vs.T1.6
	117.89
	6
	–.025
	.029
	.132
	104.91

	CH.2 all variances equal
	292.85
	88
	.954
	.082
	.279
	44007.42
	CH.2 vs. T1.6
	137.19
	4
	–.034
	.038
	.193
	148.22

	CH.3 variances of Gf equal
	147.99
	85
	.986
	.046
	.101
	43866.19
	CH.3 vs. T1.6
	7.17
	1
	–.002
	.002
	.015
	7.00


(Table S4 to be continued)

Table S4. (continued) 

	Model Constraint
	χ2
	df
	CFI
	RMSEA 
	SRMR
	AIC
	Differences (Δ )

	 
	 
	 
	 
	 
	 
	 
	Compare
	χ2
	df
	CFI
	RMSEA
	SRMR
	AIC

	Type 2 Measurement Invariance:  Carroll’s Three Stratum Model (C)
	
	
	
	
	
	
	
	

	C.1 configural invariancea
	165.09
	101
	.986
	.043
	.089
	43851.66
	C.1 vs. T1.6
	25.70
	17
	–.002
	–.001
	.003
	–7.54

	C.2 second order metric  invariance
	220.52
	104
	.974
	.057
	.139
	43900.98
	C.2 vs. C.1
	61.04
	3
	–.012
	.014
	.050
	49.32

	C.3 second order partial metric invariance
	165.10
	102
	.986
	.042
	.089
	43849.69
	C.3 vs. C.1
	0.01
	1
	.000
	–.001
	.000
	–1.97

	C.4 all specific variances equal
	205.65
	106
	.978
	.052
	.114
	43882.66
	C.4 vs. C.3
	40.54
	4
	–.008
	.010
	.025
	32.97

	C.5 specific variances of  Gv & Gs equal
	175.27
	104
	.984
	.045
	.097
	43856.15
	C.5 vs. C.3
	9.84
	2
	
–.002
	.003
	.008
	6.46

	C.6 equal variances of g
	201.54
	105
	.978
	.052
	.140
	43880.79
	C.6 vs. C.3
	35.41
	3
	–.007
	.010
	.051
	31.10


Note. Model C-H1 and C1 are nested within Model T1.6. Except for Model C-H2 (nested within Model T1.6), each model is nested within the previous one. df = degrees of freedom; CFI = comparative fit index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual; AIC = Akaike’s Information Criterion. For computing the χ2 difference test as derived from the MLR estimator we calculated scaled χ2 difference values using the procedure described in Satorra and Bentler (1999)
a  Preliminary analyses indicated that parameter estimates for a fully configural invariance specification of the three-stratum model were not admissible. To overcome this problem, we constrained the variance of Gfspecific at age 52 to zero
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Contacted

(n=1432)

IQ

: M = 100.8  SD = 14.4

pSES

: M = 39.9  SD = 13.2

Gender

: 48.3% male

Nationality

: 87.4% Lux.

Language at home

: 

95.9% Luxembourgish 

6.2%   French

4.7%   Italian

1.8%   German

Not contacted

(n=650)

IQ

: M = 99.2  SD = 15.1

pSES

: M = 40.5  SD = 14.4

Gender

: 51.1% male

Nationality

: 86.0% Lux.

Language at home

:

94.2% Luxembourgish 

5.5% French

6.2%   Italian

2.8%   German

Participated in Household Study 

(n=660)

IQ

: M = 103.0  SD = 14.1

pSES

: M = 40.8  SD = 12.7

Gender

: 45.5% male

Nationality

: 87.3% Lux.

Language at home

: 

95.0%  Luxembourgish 

5.8%    French

5.2%    Italian

2.0%    German

Refused to participate in 

Household Study 

(n=510)

IQ

: M = 98.3 SD = 13.8

pSES

: M = 39.2  SD = 13.6

Gender

: 49.2% male

Nationality

: 87.8% Lux.

Language at home

: 

97.3% Luxembourgish 

5.9%   French

4.3%   Italian

1.4%   German

No response / invalid address 

(n=262)

IQ

: M = 99.9 SD = 15.2

pSES

: M = 39.0  SD = 13.6

Gender

: 53.4% male

Nationality

: 86.6% Lux.

Language at home

: 

95.4%  Luxembourgish 

8.0%    French

4.6%    Italian

2.3%    German

Participated in Cognitive Testing 

(n=344)

IQ

: M = 105.1 SD = 13.2

pSES

: M = 40.9  SD = 12.8

Gender

: 43.6% male

Nationality

: 87.5% Lux.

Language at home

: 

95.1%  Luxembourgish 

4.9%    French

5.8%    Italian

2.3%    German

Refused to participate in 

Cognitive Testing 

(n=316)

IQ

: M = 100.8 SD = 14.7

pSES

: M = 40.5  SD = 12.7

Gender

: 47.5% male

Nationality

: 87.0% Lux.

Language at home

: 

94.9%  Luxembourgish 

6.6%    French

4.4%    Italian

1.6%    German

3.

2.

1.

4.

 
Figure S1. Flowchart of the multistage sampling procedure of the current study including information on childhood characteristics for each subsample. IQ = general cognitive ability at age 12, pSES = parental socioeconomic status at age 12 measured on the ISEI scale (Ganzeboom et al., 1992; Ganzeboom & Treiman, 1996). Description of the multistage sampling procedure: Stage 1: In 2008, all available addresses of the former participants were identified via their social security number. For this procedure, official permission was obtained from the national commission of data protection in Luxembourg (CNPD, Commission nationale pour la protection des données). The most frequent reasons for no available address were that these participants had either died or moved out of the country. Stage 2: Due to budgetary reasons of the current research project, it was not possible to contact all of the former participants for whom addresses were available. Thus, a random sample was drawn from the available addresses. This sample was stratified for gender and region of residence in 1968. Stage 3: In a household study, participants were visited at home by trained interviewers, and data was collected on health, subjective wellbeing, educational and occupational paths. Stage 4: A subsample of participants who took part in the household study also volunteered to complete the intelligence test. Specifically, data were first collected in a group setting from 227 participants. To increase the sample size, 117 further participants who were not able to attend the group testing were visited at home by trained assessors who administered the intelligence test individually. Note that the test administration procedure of the group setting and the individual assessment strictly followed the standardization requirements that were given in the test manual to ensure comparability of results. 
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