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Online Appendix B: Additional Results

Because of the space limitation in the published document, we provide additional

results to support the conclusions from Kelley & Pornprasertmanit (2015).

Study 1

Point Estimation. In this section, we will investigate whether coefficients alpha and

omega accurately estimated the population reliability. We investigated the coefficient

omega from both maximum likelihood (ML) and asymptotically distribution free methods.

The bias in parameter estimates could be the primary reason why confidence interval

methods cannot bracket the population reliability. The absolute bias in the parameter

estimate is investigated:

Absolute Bias(ρ̂) = ρ̄− ρ, (1)

where ρ̄ is the average reliability estimate across replications. Table 1 shows η2 for all main

and interaction effects of the design conditions on the absolute bias. For coefficient alpha,

the interaction effect between the number of items and factor loading distribution had η2

greater than .05. Table 2 shows the pattern of this interaction. Coefficient alpha
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underestimates population reliability in a higher magnitude when factor loadings are not

equal, especially when the number of items is low. Also, the main effect of sample size was

impactful. The biases of coefficient alpha decreased when sample size increased: -.024,

-.017, -.014, -.011, -.009 for sample sizes of 50, 100, 200, 400, and 1000, respectively.

The biases of coefficient omega estimated from ML were smaller than coefficient

alpha, but not necessarily much smaller, on average. The biases of coefficient omega from

ML decreased when sample size increased: -.008, -.004, -.003, -.001, and .0002 for sample

sizes of 50, 100, 200, 400, and 1000, respectively. Notice that the magnitudes of biases of

coefficient omega from ML were less than they were from coefficient alpha. The mean of

the absolute difference between the bias of coefficient alpha and coefficient omega was .012.

The biases of coefficient omega from ML were also influenced by the number of items and

the population reliability. The bias of coefficient omega from ML was -.001, -.003, -.003,

-.004, and -.004 for the number of items of 4, 8, 12, 16, and 20, respectively. The bias of

coefficient omega from ML was -.004, -.003, and -.002 for the population reliability of .7, .8,

and .9, respectively.

The biases of coefficient omega estimated from ADF were higher than when

estimated from ML. The interaction effect between sample size and the number of items

was impactful, in that η2 was above our benchmark of .05 (it was .054). As shown in Table

3, the biases were high when sample size was low and the number of items were high–these

conditions provided low to zero convergence rates. In sum, the biases of coefficient omega

from ADF was worse than one from ML; however, they were still better than the biases

from coefficient alpha.

Coverage Rates of Confidence Interval of Coefficient Alpha. Table 4 shows η2 for all

main and interaction effects of each design condition on the coverage rates of the

confidence intervals for coefficient alpha on population reliability. Note that the results
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from this study are different from previous studies (e.g., Cui & Li, 2012, Duhachek &

Iacobucci, 2004, Padilla, Divers, & Newton, 2012, Romano, Kromrey, & Hibbard, 2010,

and Maydeu-Olivares, Coffman, & Hartmann, 2007) that find the coverage rates of

coefficient alpha on the population coefficient alpha.

All of the coverage rates were mostly influenced by the interaction effects between the

number of items and factor loading distribution or the main effects of each. We would like

to only emphasize this interaction effect that is shown in Table 5. The coverage rates were

better when the number of items increased and factor loadings were equal. However, the

coverage rates were not acceptable in the conditions with low number of items and unequal

loadings. The low coverage rates resulted from the biases in population reliability

estimation of coefficient alpha in these conditions.

Study 2

Point Estimation. Table 6 shows η2 for all main and interaction effects of the design

conditions on the absolute bias of coefficient omega and hierarchical omega. For coefficient

omega, the main effects of sample size and the number of items had η2 greater than .05.

The bias of coefficient omega decreased when sample size increased (.013, .006, .003, .002,

and .002 for sample sizes of 50, 100, 200, 400, and 1000, respectively). Also, the bias of

coefficient omega decreased when the number of items was higher (.007, .005, and .003 for

4, 8, and 12 items, respectively). It is unclear of how much bias is “large” but any bias in

an estimation procedure, holding everything else constant, is not ideal. From a practical

perspective in this context, in the sample size of 50 condition the bias is .013, which is a

1.5% bias for a situation in which the population reliability coefficient is .85, as an example.

For hierarchical omega, the interaction effects between (a) sample size and the

number of items and (b) the number of items and population coefficient omega were not

negligible. As shown in Table 7, the biases of hierarchical omega were highest when sample
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size was low and the number of items was high. As shown in Table 8, the biases of

hierarchical omega were highest when population coefficient omega was low and the

number of items was high. However, the magnitude of biases of hierarchical omega was still

lower than compared to coefficient omega.

Coverage Rates of Confidence Interval of Coefficient Omega. Table 9 shows η2 for all

main and interaction effects of each design condition on the coverage rates of the

confidence intervals for coefficient omega on population reliability. All of the coverage rates

were mostly influenced by the interaction effects between sample size and the population

coefficient omega. Table 10 revealed that all of the confidence interval methods had poor

coverage rates when sample size was small and the population coefficient omega was .9. For

lower values of population coefficient omega, the logistic-transformed bootstrap standard

error method and percentile method performed better than the bootstrap standard error

method and the bias-corrected and accelerated method. In addition, the coverage rate of

logistic-transformed bootstrap standard error was influenced by the number of items. The

coverage rates were higher with more items (.926, .930, and .941 for 4, 8, and 12 items

respectively).

Study 3

The additional result for Study 3 is only the bias in parameter estimate. The

coverage rate of hierarchical omega is included in the main article. Table 11 shows η2 for

all main and interaction effects of the design conditions on the absolute bias of hierarchical

omega and categorical omega. Both hierarchical and categorical omega were influenced by

the interaction between the number of categories and threshold patterns, which is shown in

Table 12. In general, categorical omega has less biases than hierarchical omega. The

largest differences were in dichotomous items with threshold patterns 4 and 5, which is the

conditions that the threshold patterns are not the same across items.
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Table 1
The η2 of the Effects of the Design Conditions on the Biases of Coefficients Alpha and
Omega (estimated from maximum likelihood and asymptotically distribution free method) in
Population Reliability Estimation for Study 1

Factors Alpha ML Omega ADF Omega
N .055 .265 .134
J .214 .053 .038
LOAD .307 .000 .001
RELIA .003 .067 .015
DIST .006 .016 .003
N:J .000 .028 .054
N:LOAD .000 .000 .001
N:RELIA .006 .040 .010
N:DIST .003 .012 .046
J:LOAD .192 .000 .000
J:RELIA .001 .045 .007
J:DIST .001 .004 .014
LOAD:RELIA .003 .002 .000
LOAD:DIST .000 .001 .001
RELIA:DIST .000 .003 .000

Note: The boldface numbers represent the η2 ≥ .05. All interactions higher than two ways
are not presented here because their η2 < .05. N = Sample size. J = The number of
items. LOAD = Factor loading distribution. RELIA = Population reliability. DIST = Item
distributions. ML = Maximum likelihood. ADF = Asymptotically distribution free.
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Table 2
The Bias of Coefficient Alpha in Estimating Population Reliability Classified by the Number
of Items and Factor Loading Distribution in Study 1

Number of Items
Factor Loading Distribution
Equal Unequal

4 -.007 -.060
8 -.006 -.024
12 -.006 -.016
16 -.006 -.013
20 -.006 -.011
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Table 3
The Bias of Coefficient Omega Estimated by Asymptotic Distribution Free Method in
Estimating Population Reliability Classified by the Number of Items and Sample Size for
Study 1

Number of Items
Sample Size

50 100 200 400 1000
4 .005 .000 -.001 .000 .000
8 .031 .003 -.006 -.005 -.003
12 NA .032 .002 -.007 -.007
16 NA NA .026 -.001 -.008
20 NA NA NA .016 -.007

Note: NA represents conditions in which there was not sufficient convergence to use the
results from the Monte Carlo simulation.
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Table 6
The η2 of the Effects of the Design Conditions on the Biases of Coefficient Omega and
Hierarchical Omega in Population Reliability Estimation for Study 2

Factors Omega Hierarchical Omega
N .289 .218
J .090 .114
RELIA .023 .062
RMSEA .020 .005
N:J .014 .052
N:RELIA .021 .035
N:RMSEA .000 .002
J:RELIA .039 .082
J:RMSEA .008 .004
RELIA:RMSEA .002 .003

Note: The boldface numbers represent the η2 ≥ .05. All interactions higher than two ways
are not presented here because their η2 < .05. N = Sample size. J = The number of
items. RELIA = Population coefficient omega. RMSEA = Root mean square error of
approximation.
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Table 7
The Bias of Hierarchical Omega in Estimating Population Reliability Classified by the
Number of Items and Sample Size in Study 2

Sample Size
Number of Items
4 8 12

50 -.001 -.008 -.011
100 -.002 -.004 -.005
200 -.001 -.002 -.003
400 .000 -.001 -.001
1000 .000 .000 .000
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Table 8
The Bias of Hierarchical Omega in Estimating Population Reliability Classified by the
Number of Items and Population Coefficient Omega in Study 2

Population Coefficient Omega
Number of Items
4 8 12

.7 .000 -.004 -.007

.8 -.001 -.003 -.004

.9 -.001 -.001 -.002
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Table 9
The η2 of the Effects of the Design Conditions on the Coverage Rates of Coefficient Omega
on Population Reliability for Study 2

Factors BSE BSE-L PER BCa
N .230 .131 .186 .258
J .049 .082 .041 .030
RELIA .241 .281 .266 .202
RMSEA .009 .009 .008 .011
N:J .002 .004 .000 .000
N:RELIA .079 .098 .094 .061
N:RMSEA .001 .005 .004 .003
J:RELIA .006 .011 .000 .004
J:RMSEA .002 .003 .001 .001
RELIA:RMSEA .001 .003 .001 .003

Note: The boldface numbers represent the η2 ≥ .05. All interactions higher than two
ways are not presented here because their η2 < .05. L = Logistic-transformed Wald
confidence interval. BSE = Bootstrap standard error. PER = Percentile bootstrap.
BCa = Bias-corrected-and-accelerated bootstrap. N = Sample size. J = The number of
items. RELIA = Population coefficient omega. RMSEA = Root mean square error of
approximation.
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Table 10
The Coverage Rates of Different Confidence Interval of Coefficient Omega in Estimating
Population Reliability Classified by Sample Size and Population Coefficient Omega in Study
2

RELIA N BSE BSE-L PER BCa

.7

50 .916 .942 .940 .925
100 .929 .944 .940 .935
200 .931 .938 .935 .934
400 .945 .948 .948 .948
1000 .941 .943 .943 .943

.8

50 .898 .930 .925 .919
100 .916 .934 .931 .930
200 .925 .935 .932 .932
400 .943 .947 .948 .946
1000 .941 .945 .945 .945

.9

50 .812 .879 .878 .875
100 .871 .902 .904 .903
200 .898 .916 .917 .916
400 .929 .942 .943 .940
1000 .932 .937 .938 .938

Note: L = Logistic-transformed Wald confidence interval. BSE = Bootstrap standard error.
PER = Percentile bootstrap. BCa = Bias-corrected-and-accelerated bootstrap. N = Sample
size. RELIA = Population coefficient omega.
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Table 11
The η2 of the Effects of the Design Conditions on the Biases of Hierarchical Omega and
Categorical Omega in Population Reliability Estimation for Study 3

Factors Hierarchical Omega Categorical Omega
N .015 .001
J .017 .044
RELIA .024 .000
NCAT .085 .002
THRES .225 .075
N:J .001 .007
N:RELIA .000 .000
N:NCAT .000 .003
N:THRES .000 .039
J:RELIA .001 .001
J:NCAT .006 .004
J:THRES .029 .001
RELIA:NCAT .018 .000
RELIA:THRES .045 .000
NCAT:THRES .131 .093

Note: The boldface numbers represent the η2 ≥ .05. All interactions higher than two ways
are not presented here because their η2 < .05. N = Sample size. J = The number of items.
RELIA = Population categorical omega for perfect fitting model. NCAT = The number of
categories. THRES = Threshold pattern.
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Table 12
The Biases of Hierarchical Omega and Categorical Omega in Population Reliability
Estimation Classified by the Number of Categories and Threshold Patterns in Study 3

NCAT THRES Hierarchical Omega Categorical Omega

2

1 -.010 .014
2 -.010 .015
3 -.016 .022
4 -.026 .012
5 -.170 -.040

5

1 -.008 .005
2 -.008 .006
3 -.010 .007
4 -.012 .006
5 -.029 .008

Note: NCAT = The number of categories. THRES = Threshold pattern.


