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This online appendix provides annotated computer code for estimating multivariate multilevel models in Stata, SAS, R, SPSS, and Mplus. There will likely be ways to more efficiently write the code within a given package than what we present below. Our goal is to be as uniform across packages as possible and to most clearly match the code to the models as they are described in the paper. We leave it to the interested reader to find additional ways to fit identical models. 

We’ve included three data sets. One is a long data set (appendix_example1.csv) and can be used for Stata, SAS, and SPSS. Two are wide data sets—one for R (appendix_example1_wide.csv) and one for Mplus (appendix_example1_wide_mplus.csv). Each data set includes the same information about time, treatment condition, and the outcomes.

Table S1

Long Data Set (appendix_example1.csv)

	Variable
	Label
	Details

	pid
	patient id
	

	time
	time
	Coded as 0, 1, and 2, with 0 as baseline

	tx
	treatment condition
	Coded as 1 for treatment and 0 for control

	y
	outcome vector
	Variable with both depression and quality of life outcomes in it

	var
	Depression or quality of life
	Factor variable coded as 1 for depression and 2 for the quality of life

	var1
	dummy variable – depression
	Dummy variable identifying the depression outcome variable observations. Coded as 1 for depression and 0 for quality of life.

	var2
	dummy variable – quality of life
	Dummy variable identifying the quality of life outcome variable observations. Coded as 1 for quality of life and 0 for depression.

	timev1
	time by depression interaction
	

	timev2
	time by quality of life interaction
	

	txv1
	treatment by depression interaction
	

	txv2
	treatment by quality of life interaction
	

	timetxv1
	time by treatment by depression interaction
	

	timetxv2
	time by treatment by quality of life interaction
	


Table S2

Wide Data Set (appendix_example1_wide.csv and appendix_example1_wide_mplus.csv)
	Variable
	Label
	Details

	pid
	patient id
	

	time
	time
	Coded as 0, 1, and 2, with zero as baseline

	tx
	treatment condition
	Coded as 1 for treatment and 0 for control

	y1
	depression outcome
	

	y2
	quality of life outcome
	


Stata
1.
xtmixed y var1 var2 timev1 timev2 txv1 txv2 timetxv1 timetxv2, nocons  /// 
2.
|| pid: var1 timev1 var2 timev2, nocons cov(un)  ///
3.
|| time: , nocons var residuals(un, t(var))
4. 
matrix list e(V)
5.
test timetxv1=timetxv2
Line 1: Calls xtmixed and fits all the fixed effects. The nocons option suppresses the intercept so unique intercepts for depression and quality of life outcomes can be estimated.

Line 2: Specifies the random intercept and slope for the depression variable (var1 timev1) and quality of life variable (var2 timev2). The cov(un) option estimates all possible covariances among the random effects. The nocons option suppresses the overall random intercept that is estimated by default.

Line 3: The residuals(un, t(var)) option specifies an unstructured residual matrix (i.e., unique residual variances for depression and quality of life variables and a covariance between them). The nocons option ensures that a variance component for time is not estimated. The var option tells Stata to report the variance components as variances rather than standard deviations.

Line 4: List matrix list e(V) command prints the variance/covariance matrix of the estimates.

Line 5: The test timetxv1=timetxv2 command performs the contrast of the treatment effects.

SAS
1. proc mixed method=ml;

2. class pid var wave;

3. model y = var1 var2 timev1 timev2 txv1 txv2 timetxv1 timetxv2 /noint solution covb;

4. random var1 timev1 var2 timev2/ subject=pid type=un;

5. repeated var / subject=wave(pid) type=un;

6. contrast 'diff between tx effects' timetxv1 1 timetxv2 -1;

7. run;
Line 1: Calls proc mixed, tells SAS what data set to use with the data= command, and tells SAS to use maximum likelihood estimation with the method= command.

Line 2: The class statement identifies the class (factor) variables. We set var to be a class variable because the repeated command requires a class variable. The wave variable is identical to time but is treated as a factor (this can be created in an additional data step). This is necessary for the repeated command.

Line 3: The model statement specifies the fixed effects portion of the model. The /noint option suppresses the overall intercept and the solution option tells SAS to print the fixed effects coefficients. The covb option tells SAS to print the variance/covariance matrix of parameter estimates.
Line 4: The random statement specifies the random effects portion of the model. The type=un option tells SAS to estimate all possible covariances among the random effects.

Line 5: The repeated statement specifies the structure of the residuals. The type=un option requests unique residual variances for each value of var and covariance between the residuals.

Line 6: The contrast statement tests the difference between the treatment effects.

SPSS
1. mixed y WITH  var1 var2 timev1 timev2 txv1 txv2 timetxv1 timetxv2

2. /method=ml

3. /print = solution covb
4. /fixed = var1 var2 timev1 timev2 txv1 txv2 timetxv1 timetxv2 | noint
5. /random = var1 timev1 var2 timev2 | subject(pid)  covtype(un)

6. /repeated = var | subject(time*pid) covtype(un)

7. /test "diff between treatment effects" timetxv1 1 timetxv2 -1.
Line 1: Calls the mixed command, identifies the dependent variable (y), and the covariates using the with keyword (i.e., anything following the with keyword is a covariate available for the model).

Line 2: The method statement tells SPSS to use maximum likelihood estimation.

Line 3: The print solution statement tells SPSS to print the regression coefficients. The covb option tells SPSS to print the variance/covariance matrix of the parameter estimates.
Line 4: The fixed statement specifies the fixed effects portion of the model. The noint option suppresses the overall intercept.

Line 5: The random statement specifies the random intercept portion of the model. The covtype(un) options requests all possible covariances among the random effects.

Line 6: The repeated statement specifies the structure of the residuals. The covtype(un) option requests unique residual variances for each value of var and covariance between the residuals.

Line 7: The test statement requests the contrast between the treatment effects.

R 
The two primary multilevel modeling packages in R (nlme and lme4) cannot fit this particular model because they do not allow the residuals to take the form described in Equation 10. Thus, we used the MCMCglmm package, which uses Bayesian methods to estimate this model.

1. prior1 <- list(R = list(V = .2*diag(2), nu = 3),

               G = list(G1 = list(V = diag(c(.2,.2,.1,.1)), nu = 5)))

2. mult.mcmc <- MCMCglmm(cbind(y1, y2) ~ -1 + trait + trait:tx + trait:time + trait:time:tx,

3.              data = data1,

4.              random = ~ us(-1 + trait + trait:time):pid,

5.              rcov = ~ us(trait):units,

6.              family = c("gaussian","gaussian"),

7.              nitt = 25000, burnin = 5000, 

8.              prior = prior1)
9. summary(mult.mcmc)

Line 1: Specifies the inverse wishart priors for the residuals (R) and the random effects (G). The diagonal elements (V=) of the inverse wishart provide sensible scales for the variance components. The degree of belief parameter (nu=) is set to provide a uniform prior from -1, 1 over the correlations. 

Line 2: The cbind(y1,y2) keyword tells MCMCglmm that we are specifying a multivariate model, where y1 and y2 are the two outcomes. The -1 suppresses the overall intercept and the rest of the terms specify the fixed effects. MCMCglmm creates a factor variable called trait that operates as an indicator variable representing each outcome.
Line 3: The data option specifies the data for the analysis.

Line 4: The random option specifies the random effects. The us() function requests all possible covariances among the random effects. The -1 suppresses the random overall intercept that is estimated by default.

Line 5: The rcov option specifies the structure of the residuals. The us() function requests unique residual variances for each value of trait and covariance between the residuals.

Line 6: The family option specifies the likelihood for each of the outcomes. Because both of the outcomes in this example are normally distributed, the family for both outcomes is gaussian.

Line 7: The nitt option indicates how many iterations of the MCMC chain we want. The nburn statement indicates how many burn-in iterations of the MCMC chain we want. 

Line 8: The prior option indicates the R object containing the prior distributions for the analysis.

Line 9: The summary() function asks for summary information about the model (e.g., point estimates and interval estimates for the parameters).

Mplus
	Title: 

Example 1
	Provide the title for the model



	Data:

File is appendix_ example1_wide_mplus.csv ;
	Specify the dataset for the analysis



	Variable:

Names are 

pid time tx y1 y2;

Within = time;

Between = tx;

Cluster = pid;
	Label the variables for the analysis. Identify variables that are within person (time) and between person (tx). Identify the clustering variable (pid).



	Analysis: 

Type = twolevel random;
	Identify this as a multilevel model with random coefficients.



	Model:

    %WITHIN%

    s1 | y1 on time;

    s2 | y2 on time;

    %BETWEEN%

    y1 y2 on tx ;

    s1 on tx (a1);

    s2 on tx (a2);

    y1 WITH y2 s1 s2;

    y2 WITH s1 s2;

    s1 WITH s2;
	Fit the model. The within portion of the model follows the %WITHIN% keyword. The outcomes (y1 and y2) are regressed on time. The s1| and s2| keywords indicate that we would like random slopes for time. The between portion of the model follows the %BETWEEN% keyword. Note the random intercept for each outcome are estimated by default. The outcomes are regressed on treatment (tx). The random slopes are as well (s1 on tx and s2 on tx). This will estimate the time by treatment interaction. These interactions are labeled for use in the model constraint command. Finally, we estimate all possible covariances between the random intercepts (y1 and y2) and the random slopes (s1 and s2).  



	Model constraint:

    new(c);

    c = a1-a2;
	Create a new parameter (c) and set that parameter equal to the difference between the two treatment effects (c = a1 – a2).



	Model test:

   c=0;
	Perform a test of the difference between the treatment effects.

	Output:

tech3;
	Request the variance/covariance matrix of the parameter estimates.


